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A bstract: The numerical methods for iterative solving of discretized governing equations often require spe-
cial treatment for the purpose of achieving not only sufficiently accurate and reliable results, but stable and gradual
convergence of the solution too. The general remedy for such challenge, for a certain case, is to use a fine mesh to a
certain level and/or to slow down the numerical procedure, a two useful strategies by which numerical instabilities
will be avoided on the account of a greater CPU load. This paper presents the employment of these two strategies by
conducting a grid dependency analysis for a 2D model of the stay and guide vanes of a hydraulic Francis turbine and
furthering the solution to iteration procedure adjustment for a 3D representation of the same model. The ultimate ac-
cent is placed on how to deal with a particular numerical instability problem in a pure mathematical fashion without
getting into the experimental validation of the results and calibration of the method.

Key words: grid dependency; relaxation; numerical instability; CFD; stay and guide vanes; tandem cascades;
Francis turbine, fluid flow simulation

PEITABAILE HA CTPYEBETO BO CTAIMOHAPHUTE JEJIOBH
HA XUJIPAYJIMYHATA TYPBHHA BO 3ABUCHOCT OJ I'YCTUHATA
HA MPE/KATA U PEJTAKCAIIMJATA HA UTEPATUBHATA ITPOLELYPA

A 1cTpax T: Hymeprukure MeTonn, Kou ce MpUMEHyBaaT 3a HTepaTHBHA IPECMeTKa Ha AUCKPETU3UPAHU
paBeHKH KOM OIHUIIYBAaT OJpeJieHa II0jaBa, 4ecTo 6apaaT moceOHM TPETMaHU 3a Ja Ce MOCTHTHAT HE CaMO PeallHH U
JIOBOJIHO TOYHHU PELICHUja, HO M CTAOMJIHOCT M CHI'ypHA KOHBEPIeHLMja Ha JOOMEHOTO pelieHue. Toa HajuecTo ce
HOCTHIHYBA CO NIPUMEHA Ha MPECMETKOBHA MpEXKa CO OIpPE/EeICHa I'yCTHHA H/WIIH CO 3a0p3yBarbe 0HOCHO 3a0aByBa-
b€ Ha HyMepHuKaTa nporeaypa. Ha oBoj HauMH HyMepH4KaTa JecTabuin3anuja ke Ouae HaJMHHATa Ha CMETKa Ha
HOJIONITO BpeMe MOTPeOHO 3a pecMeTKa Ha mpodiemot. Criopes Toa, BO 0BOj TPYJ € NpUKakaHa UMIUICMEHTALMjaTa
Ha JIBETE CIOMEHATH CTPATeTHH NPEeKy OIpeelyBamke Ha MoTpeOHaTa I'yCTHHA Ha AUCKPETHATA MpPEeXa 3a IBOJUMEH-
3MOHAIIHO CTPYeHEe BO CTATOPCKUTE M CIPOBOIHUTE JIOMATKH Ha xuapaynndHa PpaxnucoBa TypOuHa, a moroa e
H3BPIICHO yNPaBYBambe CO PEIIaBameTo MPEeKy MMIDIEMEHTAIja Ha METOJ] Ha pejlakcalyja Ha ITOCTaIKara 3a Ipec-
MeTKa Ha TPUIVMEH3HOHAJICH JOMEH OJf ICTHOT MOZEIN. [ IaBHHOT aKkIeHT € JaJeH Ha Toa Kako Tpeba ja ce MoCTanu
co npo6ieM o HyMepHuKa CTAaOWIIHOCT OJ MaTeMaTH4Ka IJIeJHAa TOYKa, Oe3 IPUTOa Jla Ce HaBIEryBa BO EKCIIEPHU-
MEHTaJIHA BaJIMAAIMja Ha Pe3yITaTHTe U KanOpanyja Ha IPIMEHETHOT HyMEPHUIKH METO.

Kiy4ynu 360poBH: 3aBICHOCT Ha PEIIEHUETO O TyCTHHATa Ha MperKaTa; pelakcalyja Ha I0CTalKaTa; HyMepHiKa
HecrabmwinocT; CFD; cTaTop u cIipoBoJIeH anapar; IBopeaHu pemerku; Opanipcosa TypOuHa;
CHMyJIallija Ha CTPYeHe

INTRODUCTION overall costs for development, speed-up the proc-
ess and to bring the efficiency of turbines to a new
upper level. This all is made possible by the latest

Turbomachinery r'esearch and development advancements in computer technology and the de-
has encountered a massive usage of Computational velopment of efficient algorithms for iterative cal-
Fluid Dynamics (CFD) technique in the recent culation and simulation of the behaviour of com-

years. This technique has the ability to lower the plex physical systems [1-4].
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Any iterative method that is used for the pre-
diction of the behaviour in a given physical situa-
tion or system is more or less based on a mathe-
matical treatment. Starting from an initial guess
and well defined boundary conditions, the solution
advances through space and time in the discrete
environment (the grid). However, the nature of
discretization is such that some information is al-
ways being lost during the transfer of continuous
equations into discrete counterparts. A certain error
should always be expected and certain numerically
instable results may occur from an overreaction of
the iterative process.

Furthermore, the importance of grid quality is
significant. It is often considered a bottleneck of
the analysis process because of the lack of a fully
automatic grid generation procedure which would
result in grids of high quality in arbitrary cases.
Several specialized computer programs have been
developed in recent years which are adapted for
high-quality turbomachinery grid generating. Even
though the rate of convergence and the CPU time
are mostly dependent on the grid resolution and
quality, it turns out that the converged solution also
converges in a way that for every finer grid it
gradually approaches some certain value [5]. This
type of convergence is also referred as Grid De-
pendency of the solution. The consequence of care-
fully designed discretization and solution tech-
nique is that the finer the grid is — the better the
convergence and accuracy will be. However, there
comes a critical turnover where an even finer grid
will only bring insignificant convergence and accu-
racy improvements opposed by unjustifiably ex-
pensive associated computational costs. This is
why grid dependency test is critical for an optimal
simulation.

In its advanced stages, the iteration procedure
also requires special treatment. In many cases, it-
eration methods are supplemented with relaxation
techniques. Over-relaxation is often used to accel-
erate the convergence of iteration method and un-
der-relaxation is sometimes used to achieve nu-
merically stable results. The amount of over or un-
der-relaxation used can be critical too. Too much
leads to numerical instabilities, while too little
slows down convergence. Selecting proper relaxa-
tion criteria can be a difficult and frustrating ex-
perience for users of computational fluid dynamics
software since the criteria strongly depend on the
specifics of the problem being solved [6].

THEORETHICAL BACKGROUND

The conservation equations governing fluid
flow are given for a non-accelerating reference
frame, but these equations are also applicable for
turbulent flow by employing the Reynolds decom-
position method [6, 7].

Continuity and momentum equations

The general form of the continuity equation
can be derived from the law of conservation of
mass and can be written in vector form as follows:

P v (p7)=5,, (1)
ot

where p is the density, ¢ is the time, v is the veloc-
ity vector and S,, is a user defined mass source or
sink which for our case is set to be zero. The conti-
nuity equation for incompressible steady flow is
simplified to:

V.7 =0. )

The conservation of momentum in general
vector form is described by:

%(p?)+v-(p1717)=S—Vp+V-(;)+p§+F,(3)

where p is the static pressure, F is external body

force and 7 is the stress tensor given by:
= 2 .
T=u (VVT)—EV'VI : 4)

Here 4 is the molecular viscosity, / is the unit
tensor and the second term on the right hand side is
the effect of volume dilatation [6], which dimin-
ishes in the case of incompressible flow, by virtue
ofeq. (2).

Turbulence

For the purpose of resolving turbulence a
two-equations, standard (kK — &) model is used,
which is considered to be the workforce of practi-
cal engineering flow calculations [6]. The turbulent
viscosity g is computed by:

2

v,=pC,—, (5)
£
where Cu = 0.09 is a constant, £ is the kinetic en-

ergy of the turbulence and ¢ is its dissipation rate.
These two turbulent properties are obtained from

Mech. Eng. Sci. J., 32 (2), 121-127 (2014)
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the transport equations proposed by Launder and
Spalding [7].

Solver theory
The SIMPLE algorithm

The Semi-/mplicit Method for Pressure-
Linked Equations (SIMPLE) is a procedure de-
scribed and developed by Patankar and Spalding
[8]. It is implemented in many CFD computer pro-
grams, among others in Fluent/ANSYS which is
used for the calculations done in this paper. It is
based on a special pressure-correction equation,
derived from the continuity equation by integrating
it over the control volume (the grid element). By
this procedure, the momentum equations can be
solved after the pressure field is estimated. The ve-
locity components are calculated from their mo-
mentum equations using similar velocity-correcti-
on formulas.

Over the iteration procedure, the guessed
pressure field is being corrected by the pressure
and velocity correction equations until the resulting
velocity filed will satisfy the continuity equation.

The order of execution of the operations are
shown in the following block diagram (Fig. 1).

| Begin of the procedure |

¥

Guess the initial pressure field |

¥

Calculate the velocity field based on the guessed pressure
field and estimate the pressure correction component.

¥

Calculate the corrected pressure field and estimate the
velocity field based on the corrected pressure field

¥

Lalculate the discretization equation for other influential

fluid properties

Substitute the guessed pressure field with the corrected
one.

NO

Is convergence
achieved?

YES

End of calculation

Fig. 1. The sequence of operations in SIMPLE

Mauw. unorc.nayu. ciiuc., 32 (2), 121-127 (2014)

Explicit relaxation of variables

In pressure-based coupled algorithm, the re-
laxation technique is used for momentum, pres-
sure, kinetic energy of turbulence and kinetic en-
ergy dissipation rate. The basic concept is to use
the following equation for the change of ¢, repre-
senting the value of the general variable within a
cell, during each iteration:

¢=Gyy + AP, (6)

where the new value ¢ depends upon the old value
@oia and the computed change A¢ multiplied by the
relaxation factor a.

When the value of « is between 0 and 1, its
effect is under-relaxation, which means that for
every iteration the values of ¢ stay closer to @.
When « is greater than 1, over-relaxation is pro-
duced and the iteration procedure is accelerated

[9].

GRID DEPENDENCY TEST AND NUMERICAL
STABILIZATION IN FLUENT/ANSYS

Grid dependency test

The grid dependency test is done for the sta-
tionary inlet part of a hydraulic Francis turbine
consisting of: spiral case, stay blades and guide
vanes, as shown in Fig. 2. The computational do-
main is simplified to a two-dimensional blade-to-
blade plane cut of the geometry.

T
:> blade 1 {wall)
[velocity_inlet) [weall)
—_
¥

blade 3 f:” /I 2
(wall) ( ‘un hj;:,#

Fig. 2. The two-dimensional computational domain
used for grid dependency test

The grid for the model is created from un-
structured quadrilateral elements with end-wall
boundary layer treatment. The same meshing pro-
cedure is used to generate five different grids with
elements density varying from 20.000 to 700.000,
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as shown in Fig. 3 below. The number of needed
iterations for complete convergence and computing
times for a single CPU calculation (with nonparal-
lel usage of Intel Quad Core 17 2630 QM) are also
shown under every image.

number of elements: 80.000
iterations: 3000
time:14 min

number of elements: 24.000
iterations: 1000
time: 4 min

number of elements: 270.000
iterations: 8000

number of elements: 150.000
iterations: 7000

time: 80 min time: 130 min

number of element: 660.0
iterations: 15000
time: 600 min

Fig. 3. View of the 2D grids with different elements
densities for grid dependency test

The model is generated using specialized
CAD software and is exported in Gambit/ANSYS
where the grid is generated and boundary condi-
tions are being defined. The calculation process
begins from the inlet zone and the solution initiali-
zation is done with the following parameters in
Fluent/ANSYS:

Table 1
Solution initialization parameters

Parameter Value
Inlet velocity v=>5m/s
Operating pressure p =300.000 Pa
Turbulence k — & standard model
Fluid Water:

p=998.2 kg/m’®

m =0,001003 kg/ms
Inlet boundary Velocity inlet method
Outlet boundary Outflow method
Walls Standard no-slip function

Typically, stationary calculations for 2D re-
quire not more than 3000 iterations to generate
practical and reliable results, where the calcula-
tions are stopped after the scaled residuals fall be-
low the level of 1e—4. For the grid dependency test
done in this paper, the calculations are stopped af-
ter the scaled residuals became clearly saturated
and turned into straight horizontal lines (not much
below the level of le—7). It is apparent that this
"additional accuracy", or the level of saturated re-
siduals, needs increasing number of iterations as
the grid gets finer.

A calculation of the resulting forces in guide
vanes 1 to 3 (Fig. 2) is done for every grid and
their normalized values, with respect to the values
obtained from the first grid (the grid with 24.000
elements), are shown in Fig. 4.

Feces
Ao
=

Resulting Force
- =
[ -

0 100 200 300 400 500 600 700
Number of grid elements (k)

—+4—Blade 1 —@—Blade2 -—#—Blade3

Fig. 4. The change of the resulting forces
for different grid densities

The trend lines (Fig. 3) show that consider-
able differences in values occur under the number
of 300.000 elements of the grid, where the typical
element/cell size As, in the region between the
guide blades, normalized with the length of the
blade /, has the value of 1.5 e — 2. It is evident that
for finer grids (above 300k of elements) the trend
line asymptotically approaches certain values with
only 2-4% change in value but big differences in
CPU time (see Fig. 3). From this test it can be con-
cluded that for 2D calculation of the flow in sta-
tionary inlet parts of hydraulic Francis turbine, the
grid should have at least 300.000 elements or
more.

Numerical stability control

After adoption of the recommended grid den-
sity (section above) the discussion is furthered to a
three-dimensional calculation. This time the prob-
lem boils down to the calculation of the stationary,

Mech. Eng. Sci. J., 32 (2), 121-127 (2014)
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turbulent flow field for the tandem cascade (stay
and guide vanes, Fig. 5). A periodic section of the
cascade is being selected for the purpose to lower
down the calculation time.

[
/TS
A =
i/ L \
/ \) inlet // ~ Periodic
vl £ N / \

/( \ I\ /,y;//ﬁ‘ //‘.—_:\“\ )
B =
- A\‘ "\\’/ [ /Ouﬂet
\/' .

o I ~_ / Periodic .
|

Vi /I‘ \\, \\\ % LX

Fig. 5. Simplification of the three-dimensional computational
domain for the tandem cascade flow calculation

The influence of the spiral case is replaced
with a uniform flow field consisting of radial and
angular components of the inlet velocity. The in-
terdependence between these components for the
inlet of the domain is being calculated using the
following equation, derived specifically for this
case in [10]:

Vang - =11775-v,,, (7

The same solution initialization parameters
(Table 1) are applied and the calculation is started
with laminar flow model first. Then, after 300 it-
erations, turbulence model is being employed for
the next 1000 iterations. It is recommended that
turbulent flow calculations should sometimes be-
gin with laminar flow model first, as this can be
beneficial for the computational time, stability and
the convergence of the solution. But, for the model
solved in this paper, it is evident (Fig. 6) that a
laminar flow model doesn't provides the desired
effects and it should simply be omitted in any fur-
ther calculations. The normalized residuals history
for the continuity, velocity components, and turbu-
lence parameters are shown in Fig. 6.

The residual history diagram shows excessive
pulsations of the flow properties both for laminar
and turbulent calculation. It is reasonable to con-
clude that this numerical instability might greatly
result from the periodic boundary conditions used
in the model. This evident overreaction of the it-
erative procedure can be effectively defused by
applying under-relaxation criteria and choosing
different spatial discretization schemes for momen-
tum and turbulence.

In that direction, the default parameters were
overridden with new ones, obtained by conducting

Mauw. unorc.nayu. ciiuc., 32 (2), 121-127 (2014)

a trial-and-error adjustments in order to get good
results. The new values are shown in the table 2
that follows:

Laminar

— CSHlRTY
1e+04 —&-velocl
1 -VEIOC
[stsl)
(o]

1e+02

Turbulent

1e+00
1e-02 ‘

T T T T T T 1
o] 1000 2000 3000 4000 5000 6000 7000
ITERATIONS

Fig. 6. Residuals history diagram

Table 2

Adjusted parameters of the iteration procedure

Parameter Scheme o-factor
Momentum Second Order Upwind 0.7
k Second Order Upwind 0.6
& Second Order Upwind 0.6

From Figure 6 can be seen that after the ad-
justments of the iteration procedure the instability
is exceeded and reasonable convergence and com-
putational time are achieved. As illustration, the
following Figure 7 shows the resulting three di-
mensional velocity-coloured streamlines for the
calculated flow field.

Fig. 7. Calculated streamlines for the 3D tandem
cascade

The velocity vectors and the contours of the
pressure distributions are shown for the top side of
the model in Fig. 8.
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Velogity ——
Vector -4+ - S
- 1021e+001-

76550+000

5.103e+000

i 2:652e+000

Contour 2

6.961e+004
6.381e+004
 5.801e+004
5.221e+004
4.641e+004
4.061e+004
3.481e+004
2.900e+004
2.320e+004
1.740e+004
1.160e+004
5.801e+003
0.000e+000
[Pa]

400 (m)

Fig. 8. Velocity vectors and static pressure distribution contours shown in the top side of the model

CONCLUSIONS

From the performed tests and calculations it
can be seen that solution accuracy is strongly de-
pendent on the elements density and the type of the

grid. As shown in this paper, the minimum amount
of grid elements should be selected by conducting
a grid dependency test. It is determined that, for a
two-dimensional calculation of the flow field in
stationary inlet parts of hydraulic Francis turbine,

Mech. Eng. Sci. J., 32 (2), 121-127 (2014)
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the unstructured quadrilateral computational grid
should not have less than 300k elements, where the
normalized element/cell size in the region between
the guide blades has the value of approximately
1,5e-2.

Furthermore, due to the specifications of the
model being solved, a certain numerical instability
of the solution may occur. This should be expected
especially when using periodic boundary condi-
tions for simplification of the model. As shown in
Fig. 6, this instability may occur for both laminar
and turbulent calculation and therefore laminar
flow model should be omitted. By the aid of re-
laxation of the numerical procedure, it is estimated,
by trial-and-error adjustments, that reasonable nu-
merical stability for such flow simulations can be
achieved when employing under-relaxation proce-
dure and Second Order Upwind spatial discretiza-
tion scheme. From Fig. 6 is also evident that few
iterations could be saved as from 4000 to 7000
steps no substantial differences in the results are
achieved. Consequently, 3000 iteration steps are
sufficiently enough with proper adjustment of the
iteration procedure from the very beginning of the
calculation.
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A bstract: Drive shaft breakages in rolling mills generate great material losses. Improving the strength char-
acteristics of drive shafts should provide shafts to withstand the maximum loading during the rolling process. Break-
ing in the shaft critical section may occur when the value of the torque is greater than the value of the torsion moment
which can cause plastic flow in the whole cross section. Theoretical calculations and experimental tests were done.
The experiment showed that the maximum rolling torque of the upper shaft has a higher value than the torque limit at
permanent torsion dynamic strength. The available safety reserves in the critical section were small, only 27%. To in-
crease the strength characteristics, changing in the cross-section design and in material quality for shafts should be
done.

Key words: strength characteristics; drive shafts; torque

OINNPEJEJYBAILE HA TPAHUYHUTE OIITOBAPYBAIA HA IOTOHCKUTE BPATHJIA
O/l BAIABHUYKHNOT CTAH BO TOIIJIA BAJIABHUIIA

AncrtpaxkT: JIoMOBUTE Ha HOTOHCKHUTE BPAaTHIIa BO TOIUIUTE BaJABHULM TCHEPHUPAAT TOJIEMU MaTEPHjaIHU
3aryou. [lonoOpyBameTo Ha jaKOCHUTE KapaKTEePHCTHKH Ha IIOTOHCKHTE BpaTwiia Tpebda a 06e36e1u BpaTHiaTa 1a ro
H3pKaT MaKCUMAIHOTO ONITOBApyBamb-e KOE CE jaByBa BO IPOIECOT HA Bajame. Hariio kpuieme Ha BpaTWIIOTO MOXe
Jla HaCTaHe BO KPUTUYHHOT IIPECEK BO MOMEHTOT Ha I0jaBa Ha BPTE)KEH MOMEHT KOj ke Onjie IorojieM oJ BpeIHocTa
Ha MOMEHTOT KOj Ke IIpe/lM3BUKa HAIlOH Ha TeUeHhEe BO LEIMOT HanpedeH npecek. CIpoBeileH! ce TEOpeTCKU mpec-
METKHM M HallpaBeHO € eKCHEePUMEHTAIHO MCIUTyBame. EKCIEPUMEHTOT MOKaXka JIeKa MaKCHMAJIHUTE MOMEHTH O
BaJlatbe¢ Ha FTOPHOTO BPAaTWJIO MMAAT 3HAYUTEIIHO ITOBHCOKA BPEJHOCT OJl ONTOBAPYBaH-aTa HA JIOJIHOTO BPATHIIO IIPH
TpajHa JMHAMMYKA jJaKOCT Ha Top3uja. PacmosoinBara pesepBa Ha CUI'YPHOCT BO KPUTHYHHOT IIPECEK € MaJa, caMo
27%. 3a 3roneMyBame Ha jaKOCHHTE KapaKTEePUCTHKHU Tpeba a ce HalpaBy MPOMEHa BO JUMEH3HUTE BO KDUTHIHHUOT
IIpecek Ha BPaTWJIOTO U J1a c€ M3BPIIN IPOMEHA Ha MaTEePHjalloT 3a BpaTHiaTa.

Kny4unu 360poBH: jakOCHN KapaKTEePUCTHKHU; TIOTOHCKU BPATHJIA; BPTEKEH MOMEHT

INTRODUCTION

Occurrence of breakages on drive shafts of
rolling mill has led to perform increasing of load
limit on shafts through strengthening of their struc-
tural characteristics in critical sections.

Strengthening should provide shaft to with-
stand higher loadings than the loadings that can be
borne by the working roller sleeve.

In order to achieve this aim, the following
methodology is applied:

— Theoretical considerations of factors that
can affect the initial appearance of fatigue or
breakage on the shaft.

— Theoretical analysis of the structural char-
acteristics of the drive shafts in terms of evaluating
the possibility of increasing their strength charac-
teristics.

— Designing a system for direct testing and
for determination of actual torque loading on the
drive shafts and of the force from the pressure cell
with acquisition of the measurement results.
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— Performing tests in real working conditions
and getting a test results.

— Analysis of test results and carrying out
conclusions regarding the relevant magnitudes of
loadings, which will serve as a basis for evaluation
of strength characteristics in shaft’s critical section.

— In order to increase the level of the strength
characteristics, i.e. to increase the level of loadings
limit above the sleeve critical loadings, proposing
measures regarding the change of framework in the
critical section and of the material quality for the
shafts.

THEORETICAL CALCULATIONS

Factors which could influnce on initial appearance
of fatigue or breaking of the shaft

Factors that could affect the occurrence of
fatigue or quick breaking in the critical section of
the shaft [10] can be because of:

— Occurrence of torque that will cause greater
value of the tangent stress in outer fibers of the
shaft then the tangent stress of the material
permanent dynamic load allowance at variable
alternate loading.

— Occurrence of a torque greater than the
value of a moment that will cause tangent stress of
plastic flow in the critical cross-section. That
torque could basically be equated with a value of
fictional static moment which might cause tangent
stress of plastic flow 7r because of torsion.

Reasons that can additionaly initate increas-
ing of torque while hot rolling are: cooling of the
ends and insufficient heating of the piece that is
rolled, inadequate reduction of the piece and jam in

the process of rolling, etc. In such cases because of
the increased rolling resistance it comes to "small
brakings", i.e. a sharp decrease in the angular
velocity of rotational masses from the power
assembly (rottors, clutches, drive shafts) leads to
appearance of first moment of inertia.

In real exploitation conditions often of the
first moment of inertia significantly exceeds the
reserves arising from structural specified degree of
reliability in the critical section. This situation is
demonstrated many times in the analysis of the
reasons for breaking the drive shafts and working
rollers sleeves.

Drive shaft characteristics

Shaft dimensions

Drive shaft according to the present con-
struction shown in Figure 1 is characterized by a
critical section shown in Figure 2. Marking index
""" (e.g. ds, 1, etc.) refers to the present (old)
solution, and marking index "," (e.g. d,, r,, etc.)

refers to the proposal of a new shaft solution.

Stress concentration coefficient in the cri-
tical section of the shaft [§]

Critical section characteristics of the existing
shaft:

— diameter of the shaft bearing D = 660.4 mm,

— diameter of the shaft in the critical section
dy,=512 mm,

— radius of transition in the critical section
r,=25mm,

— first moment of inertia of the shaft in the
critical section W,, = 26843545 mm’.
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Fig. 1. Drive shaft dimensions
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Fig. 2. Dimension of the critical section

Stress concentration factor in critical section
is calculated according to the expression:

K. =1l+n-(k -1), (1)
where:

a) n is stress concentration factor due to
change in the critical section diameter. For
D/d; = 1.2898 5 is determined to be 0.84;

b) k. is stress concentration correctional coef-
ficient which depends on the ratio r/d; and on the
sensitivity of the material of which the shaft is
made. For r/d; = 0.05 and for the anticipated qual-
ity of the material according to technical docu-
mentation, k. = 1.5.

Based on the expression (1) stress concentra-
tion factor in the critical section is K, = 1.42.

Characteristics of material
of which drive shafts are made

The chemical composition of the material ac-
cording to technical documentation is: C = 0.41 +
0.47%; Mn = 0.80 + 0.90%; Si = 0.05 + 0.35%;
S =0.5% max; P = 0.5% max.

The material with specified chemical compo-
sition after tempering and improvement has the
following mechanical properties:

— breaking strength g,,= 620 MPa — minimum;
— yield strength o7 =310 MPa — minimum.

The permanent dynamic strength of this mate-
rial is determined by comparing the literature data
for known material chemical composition and its
mechanical properties and approximately best fits
C45 (EN 10083/2) or respectively C35 (EN
10083/2) [11]. About specified materials the per-
manent tensile dynamic strength and permanent
torsion dynamic strength at variable alternate
loading are:

op =200+ 240 MPa

p =160 + 200 MPa

HB =172 -206

Mauw. unorc.nayu. ciiuc., 32 (2), 129-138 (2014)

Calculation of moment limits

The static moment limit of torsion which
causes plastic flow of the material through whole
cross-section of the shaft with diameter d, and the
first moment of inertia in critical section W,= W,
taking into account the influence of the stress con-
centration factor K, due to the changes in cross-
section diameter [5, 6, 10], is:

T, =W,-7, /K, =4500 kNm..

Torsion moment limit which can cause load
to the rank of permanent torsion dynamic strenght
in the critical section of minimum value of 160
MPa, equals:

T, ,=W,7,,/K, =3042kNm.

8gr

Calculation of shaft safety degree
from the perspective of the power engine loading

Based on the declared data about the torque of
power electric motor which equals 7, = 890 kNm
derives:

a) Safety degree against breaking S, is ratio
between the static moment limit of torsion causing
a plastic flow through the whole cross-section (7)
and the nominal torque of the electric motor, i.e.:

T,
SO —7’1:505 (2)
b) Safety degree against breaking S, is ratio
between the static moment limit of plastic flow
(breaking) and the maximum torque that can be re-
alized by the electric motor with T, . = 2.257,,
ie.:

T r
S, ——%—=2.24. 3)
¢) Maximum safety degree S, is ratio between
the moment at permanent torsion dynamic strenght
and the nominal torque of the electric motor, i.e.:
T,
S -l 339, 4)
T

c
n

d) Safety degree S, is ratio between the mo-
ment at permanent torsion dynamic strenght and
the maximum torque that can be realized by the
electric motor, i.e.:

T
S, -2 =1.519. (5)

emax

Analyzing the values of the safety degrees on
the stated grounds it is concluded that the critical
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section according to the current strength characte-
ristics is not affected by electromotors torque. This
leads to the conclusion that the shaft started crash-
ing due to further increase of the torque value gen-
erated by the inertia of the other rotational masses.

EXPERIMENTAL RESULTS

In order to determine the real level of loading
in the shafts critical sections during hot rolling,
according to previously developed methodology,
actual testing was conducted.

Test measures

a) Measure for determining of shaft loading is
torque transferred by the drive shafts during the
process of hot rolling.

b) Comparisons with the calculated torque
generated by the electromotors were done in order
to compare the measured torque values.

Upper
drive
shaft
Main EM )
bearing i Main EM - 1
| = [up)
| [ I v
i 1| Main EM | 1 -
-"--'i:|I:|I:WI'I:I | -' ¥ Fa
3 Lower
Lower drive
longitudinal shaft
shaft

Testing equipment

The defined methodology includes use of ten-
siometric method to perform a direct measurement
of work shaft torque. Strain gauges tied in Wheat-
stone bridge were applied on the both shafts (upper
and lower). They were connected with miniature
wireless acquisition connectivity modules which
were transmitting the signal to wireless analogue
output modules, connected to HBM universal am-
plifier. Amplifier was connected to PC, which with
the software Catman Easy was allowing to see the
data acquisition in real time and record it [2].

To measure the force of pressure in the pres-
sure cell, pressure transducer was used [7, 9].

In Figure 3, mark 1 indicates the torque meas-
uring points on the shaft, and mark 2 shows the
pressure measuring point in pressure cell.

Figure 4 shows the positioning of the meas-
uring point on the surface of the lower power shaft.

Press rings

1
e
| I | l Upper supporting roller

lUpperrn:lﬂer

_.
I|
|
i

nl] ‘ "= Lower roller

= Lower supporting roller

-3 The pathos surfaces of
the lower roller

Fig. 3. Schematic view of the system and of the measuring points

Ny,

Fig. 4. Positioning of strain gauges on the lower shaft

Hot rolling program while testing

Although the intention to conduct exploitation
tests was to determine the nominal and critical
modes of loading at rolling, however due to the
power characteristics, the experiment is conducted
in real exploitation conditions according to the
regular program.

Test results

Extensive information is gathered based on
the conducted tests. Test results are displayed
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graphically and in tables because of the need of the
experiment. Only individual maximum values of
the torque while rolling are given in the tables [3].
For such time sequences, data about the calculated
values of rolling torque obtained from the current
magnitudes are included in the tables [7,].

In tables also are given the values of the ab-
solute difference between the torque obtained by
measurements and by calculations.

According to the program available in real
exploitation conditions, the obtained test results are
generated in the output values of voltage change in
volts, V.

Samples that came into being at higher loads
on the power shafts are extracted, separately for
the upper and the lower shaft and force results
from the pressure cell are also shown.

Figure 5 shows diagrammatic record of hot
rolling process of six sheets.

In the example on Figure 5 changes are dis-
played color-coded as follows:

— blue: shows the changes in the torsion mo-
ment on the upper shaft;

— green: shows the changes in the torsion
moment on the lower shaft;

— red: shows the changes of the force in the
pressure cell.
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Fig. 5. Results from hot rolling process of six sheets

Calculation of the torque measured on the
shafts by tensiometric method, during the proc-
essing of the measurement magnitudes is deter-
mined by the expression:

T:l.gi.G.Wvo. (6)
2
With the replacement G = — £ the expres-
2-(I+p)
sion (6) takes the form:
T:l-g.- £ W, (7)
4 1 1+uy O

where:
&; — value of dilation measured during the test,
pm/my
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G — shaft material shear module, daN/cm?;
E — shaft material elastic module, daN/cm?;
1 — material Poisson's ratio;

W, — first moment of inertia in the measured
cross-section.

The dimension of the ordinate about dilation
which in the diagrams was obtained in volts, V is
transformed into pm/m, i.e. about the pressure
from volts, V is transformed into bar. The trans-
formation is done with calibration coefficients as
follows [1]:

— g; calibration: 1 V =400 um/m (®)
— torsion moment: 7= 1.0840 & kNm 9)
— p pressure calibration: 1 V =50 bar (10)
— force in pressure cells: F=8.820pt  (11)
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Test result presentation

Figure 6 shows the changes in torque on the
upper and the lower shaft in volts, V, and also the
change of the press force from one cell in volts, V,
during the whole process of hot rolling of 13 isth-

muses. Figure 7 shows the changes just for the first
isthmus.

Using the relations defined by expressions 8§,
9, 10 and 11, Table 1 presents the values of shaft
measured torque about all thirteen isthmuses while
rolling one sheet.
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Fig. 6. Changes in torque and in press force (red) during the hot rolling of 13 isthmuses
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Fig. 7. Changes in torque and in press force (red) for one isthmus
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Table 1 Table 3
w3 Dilatation,; Dilatation, Torque, Nr. of Dimensions, mm Max. torque
5 é @ V pm/m kNm sheet S b i Ty T,
= & & & & T, Iy T=T,*+14 1 7 3050 6330 1517 2601
1 32 1.9] 1280 760/ 1290 823 2113 2 7 3050 6330 1724 2861
2 28 21| 1120 840/ 1214 910 2124 3 7 3050 6330 1724 2755
3 33 20 1320 800 1430 867 2297 4 7 3050 6330 1834 2861
4 3.6 25 1400 10000 1517 1084 2601 5 7 3050 6330 1834 2991
5 35 22 1400 880 1517 954 2471 6 730506330 1834 2818
6 29 20 1160 800 1257 867 2124 7 38 2300 12000 1951 3338
7 3.6 1.9 1280 760 1290 823 2113 8 302000 12000 2081 3468
9 30 2000 12000 2293 4249
8 28 1.5 1120 600 1290 650 1940 0 s 1900 2800 2703 3002
9 225 1.5 900 600 975 650 1625 1 18 2480 13750 1834 2948
10 17 13 680 520 737 563 1300 12 6 2500 2000 2201 3338
11 17 1.1 680 440 737 475 1212 13 6 2500 10000 2017 3208
12 1.3 0.7 520 280, 563 303 866 14 6 2500 10000 2400 3902
13 13 06 520 240 563 260 823 15 5 2500 10000 2293 3642
T, — torque measured on upper shaft 16 5 2500 10000 2025 3338
T, — torque measured on lower shaft 17 55 3000 12500 1605 2529

Tei» kKNm — maximum torque measured at upper shaft while rolling

The differences between the values of the T;, kNm — total maximum torque measured while rolling
torque which are obtained by measurements and
the calculated values through current magnitudes

per isthmus about the sheet are given in Table 2. Table 4
Nr. of Dimensions, mm Max. torque

Table 2 sheet 5 b / T, T, %
e of Torque, KNm 1 7 3050 6330 1870 1907 2.0
isthimuses  Calculated ~ Measured Ratio % 2 7 3050 6330 2166 2341 8.1
Ty T; (T,=T)/T,*100 3 7 3050 6330 | 1990 1734 129

1 2656 2113 20.4 4 7 3050 6330 | 2296 2037 113

2 2492 2124 14.8 5 7 3050 6330 1884 2037 -8.1
3 2850 2297 19.4 6 7 3050 6330 | 1228 1517 235

4 3134 2601 17.0 7 38 2300 12000 | 2632 2601 0.1

5 3030 2471 18.4 8 30 2000 12000 | 3062 3035 0.9
6 2622 2124 19.0 9 30 2000 12000 @ 3656 4249 162
7 2408 2113 12.3 10 52 1900 8800 3380 3902 -15.4

8 1870 1940 -3.7 11 18 2480 13750 @ 3186 3035 4.7

9 1110 1625 —46.4 12 6 2500 8000 3146 3121 0.8

10 904 1300 —43.8 13 6 2500 10000 3294 3208 2.6
11 824 1214 —47.3 14 6 2500 10000 3058 3902 -27.6
12 672 866 —28.9 15 5 2500 10000 2440 3468 —42.1

13 370 823 -1224 16 5 2500 10000 @ 2634 2775 5.4

17 55 3000 12500 2804 2529 9.8

Based on test records of total 17 selected . ‘
. T,, kNm — total torque obtained from the rolling program for both
specimens, Table 3 presents the processed results shafts
for the maximum values of torque and Table 4 pre- T, kNm — total maximum torque measured while rolling for both
. shafts
§ents the. Value§ at maximum press force that came T(%) — (T, - Ty 100/T,  torque percentage proportion
into particular isthmuses for each sheet separately.

Mauw. unorc.nayu. ciiuc., 32 (2), 129-138 (2014)
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Test results analysis

The results presented in Table 3 about T, are
showing that maximum rolling torque of the upper
shaft has a higher value therefore for further analy-
sis only those loadings were taken into account.

Diagrams and tables can lead to the conclu-
sions, as follows:

The maximum rolling torque of the upper
shaft occurred during the test process reaches
value: Ty = 2300 to 2400 daNm (Table 3, sheet
number 14).

Starting from the statement that 7., had
value of 2400 daNm, it will be used for further cal-
culations and analyses.

The maximum total press force throughout
the test process [4], reaches the value: Fjmax = 3500
to 4250 t.

Determination of safety degree regarding
the maximum rolling torque specified by the tests

1) Safety degree of the shaft critical section
from a sudden breaking is a ratio between the static
moment limit of torsion which causes plastic flow
through the whole cross-section (breaking in the
critical section, 7,) and the maximum moment
measured during the tests on the upper shaft and
equals:

T,
S=—2=187.

max

2) Minimum safety degree which is a propor-
tion of the value exceeding the minimum limit
value of the torsion moment at permanent dynamic
strength related to the initial cracking of the outer
fibers in the critical section and the maximum
moment measured during the tests on the upper
shaft, equals:

Findings:

1) During the realization of the test, the hot
rolling process was conducted strictly according to
the program which means that the slabs were prop-
erly warmed (no cooled spots) with prescribed roll-
ing reduction. Therefore, at any moment has not
happened braking or jamming of the rolled sheet,
also the torque has not increased due to influence
of the masses inertia.

2) Consequently from the previous point, for
the obtained value Sy, = 1.27 can be concluded
that the available safety reserves in the critical sec-
tion are small (only 27%). This lead to the conclu-
sion that in case of additional inertia moments, the
cross-section is subjected on fatigue of torsion.

3) In order to increase the level the strength
characteristics, i.e. the level of the loading limit in
the critical section it is needed measures to be di-
rected with respect of changing in the cross-section
design and in material quality for shafts.

Proposed solutions to increase the load limits
in shaft critical section

Based on performed analysis of the possibil-
ity of structural strengthening in critical section, it
i1s concluded that the diameter of the shaft can be
increased from d; = 512 mm to d, = 519 mm. Also
the radius of transition from d, = 519 mm to d, =
660.4 mm to be r, = 30 mm (Fig. 8).

332 457 11174

RQG'
{ fo,

fi
(=33 1=

&
660 45

Fig. 8. Proposed changes in the dimensions
of the critical section

Based on such opportunities is obtained:

1) First moment of inertia of the new critical
section equals:

W, =02-d’=27959 cm’.

Percentual increase of the value of the first
moment of inertia in relation to the existing solu-
tion is

W —W
—___ 08 . 100=4.0%.

0S

2) Based on the constructive change, the
stress concentration factor in the critical section
equals:

K, =1+n-(K, -1).
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For D/d, =129, n=0.9.

For r,/d,=0.0578 and o;,, > 600 MPa, K,,=1.4.
It follows:

K.,=1.36.

3) Decrease in value of the concentration fac-
tor in relation to the existing solution is

M-IOO =4.41%.
K

cn

CONCLUSION

The overall improvement of the bearing ca-
pacity of the critical section in relation to the ex-
isting solution based on increased first moment of
inertia and on the basis of reducing the stress con-
centration factor is:

=0 e 1,084
W K

S

W, K

A

Based on the total enhancement, the torque
limit which can be borne by the new section is:

T,,=10841.T , =3298 kNm.

The minimum safety degree in terms of the
value exceeding the minimum torque limit value at
permanent dynamic strength in relation of initial
cracking of the outer fibers in the critical section
and maximum torque measured throughout the
tests of the upper shaft is:

T
=D 138,

max

min,n

By using past experiences, about the use of
materials for making drive shafts can be perceived
that so far for the needs of maintenance are used
materials with o, = 664 MPa, or = 479 MPa,
77=368 MPa, which is considerably higher than
the requirement specified in the technical docu-
mentation.

The analysis of the chemical composition and
of the mechanical characteristics of the material
has determined that the quality of such materials
belongs to the group of carbon or alloy steels for
improving, with guaranteed purity and permanent

Mauw. unorc.nayu. ciiuc., 32 (2), 129-138 (2014)

dynamic strength of torsion at variable alternate
loading which equals:

7p =220 + 280 MPa.

If new shaft will be made with the proposed
dimensions, diameter d, = 519 mm and concentra-
tion coefficient of K., = 1.36, then the minimum
torque to start the fatigue process in the outer fi-
bers of the critical section, for shaft with perma-
nent dynamic strength of 7, = 220 MPa should
equal:

%o Wom _ 4522 1cNm |

cn

T =

This value is significantly higher than the
value of the torque that exceeds the dynamic stren-
gth of the working roller sleeve where Tp.x = 3667
+3960 kNm.

To ensure the bearing capacity of the shaft
critical section to be always higher than the bearing
capacity of the critical section of working roller
sleeve, it is necessary the shaft section always be
able to accept torque 7> 3960 kNm.

1) On the basis of the activities taken during
the preparation of this paper can be concluded that
the determined and applied methodology gave the
answers to the objectives set out in the approach.

2) In cases when enormous increasing of the
rolling torque is coming out and in case of a major
accident, to preserve the drive shaft from breaking
and breakage to be transferred by the roller sleeve,
it is needed:

2.1) To modify the dimensions of the drive
shaft as follows:

— The diameter of the shaft at the critical sec-
tion to be increased to d = 519 mm.

— The radius of transition in the critical sec-
tion to be increased to » = 30 mm.

2.2) To replace the shaft material with materi-
al from the group of carbon or alloy steels for
improving, with guaranteed purity and permanent
dynamic strength of torsion at variable alternate
loading to be in the range of 7, = 220 + 280 MPa.
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WITH NATURAL GAS IN PUBLIC TRANSPORT ON REDUCING EMISSIONS
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A b stract: This paper analyzes the direct emissions of nitrogen oxides from the public transport (bus) in ur-
ban areas in the Republic of Macedonia. As influential factors on which to compare the quantity of these emissions
are taken: Penetration of new (energy efficient) technologies in bus transport, the intensity of the bus fleet renewal for

public transport and replacement of diesel with natural gas.

Key words: nitrogen oxides; urban transport; public transport; bus fleet; diesel fuel; natural gas

BJINJAHUETO HA EHEPTETCKATA E®OUKACHOCT U HA 3AMEHATA HA IU3EJI-'OPUBATA
CO MPUPOJEH I'AC BO JABHUOT TPAHCIIOPT BP3 HAMAJTYBAILETO HA EMUCHHUTE
HA A30THH OKCHUJH

AmncTpaxT OBOj TpyA I'm aHATU3Mpa AUPEKTHUTE €MHCHUH HA a30THH OKCHIW O] jaBHUOT (aBTOOYCKH)
TPaHCHIOPT BO ypOaHHTe cpenuHu Bo PemyOnmka Makenonuja. Kako BimjaTenHn (akTopu Bp3 OCHOBa Ha KOH C€
CriopelyBa KBaHTUTETOT Ha OBHE €MHCHH C€ 3€MEHH: NEHETPAIMjaTa Ha HOBU (€HEPreTCKH e(UKacHH) TEXHOJIOTHU
BO aBTOOYCKHOT TPaHCIIOPT, MHTEH3UTETOT Ha OOHOByBame Ha aBTOOyckara (uioTa BO jaBHHOT TPAHCIOPT U

3aMcEHaTa Ha Au3eji-ropuBarta Co IpUpoCH rac.

Kutyunu 360poBH: a30THH OKCHAH; ypOaH TPAHCIIOPT; jaBEH TPAHCIOPT; aBTOOyCcKa (II0Ta; JU3e-rOpHBa;

IIPUPOJIEH rac

INTRODUCTION

Apart from the direct impact of nitrogen ox-
ides (NOx) and harmful effects on human health, it
combined with atmospheric conditions (humidity,
temperature, pressure...), is one of the most influ-
ential precursor to the creation of PM2.5 particles,
whose concentration within previous one is much
larger in winter than in summer [1].

Mobile sources are the largest emitter of
NOx, due to high temperatures and the presence of
nitrogen and oxygen in the combustion air and the
fuel it self.

The transport sector accounts for 48% of the
total emissions of NOx in 2010 in Europe.

In total final consumption of fossil fuels and
biomass, transportation sector in the Republic of
Macedonia accounts for 39.1% for 2011. Since all
transportation subsectors and sectors, passenger
transportation is most significant, with energy con-
sumption of 470.318 ktyieq or 25% of total final
energy consumption of fossil fuels and biomass
[2].

According to the analysis and according to
the Statistics and Ministry of Interior, Republic of
Macedonia has a very outdated fleet of vehicles.

Figure 1 shows the participation of buses with
different age of production separated in 3 classes
(not older than 5 years, not older than 10 years, and
older than 10 years).
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Fig. 1 Structure of bus fleet in Republic.of Macedonia,
by age 2005-2011

From the Figure 1 can be seen that for 2011
75% of the buses are old more than 10 years, while
the percentage of vehicles with age less than or
equal to 5 years is about 6.6% of the total regis-
tered buses for the same year.

This highlights the great impact of green-
house gases and pollutants from this source to the
environment in the Republic of Macedonia. This
paper analyzes the public transport (bus-trans-
portation) in urban areas and NOy emissions in this
sector. Here is shown the importance of the bus
fleet renewal, penetration of new, efficient tech-
nologies and increased use of natural gas in trans-
port sector for decreasing/increasing of nitrogen
oxides, as one reason for excessive pollution in big
cities.

SCENARIOS FOR PUBLIC-BUS TRANSPORT
IN URBAN AREAS

Analyses, calculations and predictions are
given in four scenarios: Development scenario 1;
Development scenario 2; Pessimistic scenario 0.75;
Reference scenario 1.5. The description of the sce-
narios is given below.

Common conditions for all scenarios

— The ratio of public passenger transport and
private transport in the urban areas remain the
same to 2035, which means that passenger kilome-
ters of city buses account for 28% according total
passenger kilometers.

— Trend of growth of total number of buses.
According to trend growth is projected to the total
number of buses in 2035 to 0.73% a year to reach
that number of registered buses in thousands 3,19.
(Fig. 2.)

— All demographic inputs are the same for all
scenarios.
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Fig. 2. Predicted number of buses in Republic of Macedonia
until 2035

Description of scenarios

Scenario 1 predicts 4.7% growth in new buses
per year of which 84% would be allocated for the
replacement of old, and further 16% would be to
follow the trend of growth the overall bus fleet in
the Republic of Macedonia, with a reduction in
fuel consumption by 1.5% per year for new buses
[3]. This scenario describes the case of the use of
legal measures against global producers of internal
combustion engines in terms of reducing fuel con-
sumption. Scenario 1 does not provide use of natu-
ral gas in urban bus transportation. This would
happen if in the country would fall behind the de-
velopment of infrastructure for natural gas, or will
be under boundary conditions that would allow the
development or below the recommended minimum
profitability of these stations [4]. This scenario
considers the option of extreme energy efficiency
of new vehicles as well as government measures
[5] that would drastically change the structure of
the vehicle according to age in 2035 (Fig. 3).
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75%
50%

25%

Participation of buses by age

N
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B<5god BH=<10god. M>10ron
Fig. 3. Changing age structure of bus fleet from 2015 to 2035
under Scenarios 1, 2

Scenario 2 predicts 4.7% growth in new buses
per year of which 84% would be allocated for the
replacement of old, and further 16% would be to
monitor the trend of the overall bus fleet in the
country, with a reduction in fuel consumption
1.5% year on new buses. Penetration of new CNG
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technology in the total number of new buses would
range from 1.7% (2016-2020 year) to 49% (2030-
2035 year) continuous, representing some ap-
proximation of S-curve for acceptance of innova-
tion [6]. This scenario envisages the development
of internal combustion engines technologies of
natural gas. This assumes that the efficiency of
these CNG engines would have similar efficiency
as that of diesel vehicles.

Pessimistic Scenario_0.75 does not provide
changes to the current trend, i.e. 3% growth in new
buses per year of which 2/3 would be designed to
replace the older ones, and additional third would
be to follow the trend of growth of overall bus fleet
in the Republic of Macedonia (Fig. 4.), and reduc-
ing the fuel consumption of 0.75% per annum.
This scenario provided increased emissions of ni-
trogen oxides due to the decrease of efficiency of
the pre- and post-treatment of exhaust gases.
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Fig. 4. Changing age structure of bus fleet from 2015 to 2035
under Scenario 0.75

Referent Scenario_1.5 provides 3.4% growth in
new buses per year of which three quarters would
be designed to replace the older ones, and further
quarter would be to follow the trend of growth of
the overall bus fleet in the Republic of Macedonia
(Fig. 5) and the reduction of fuel consumption of
1.5% per year. Penetration of new CNG technol-
ogy in the total number of new buses would range
from 1% (20162020 years) to 5% (years 2030—
2035) continuously.
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Fig. 5. Changing age structure of bus fleet from 2015 to 2035
under Scenario 1,5
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MODELS FOR CALCULATION
OF FINAL ENERGY AND EMISSIONS
OF NITROGEN OXIDES

For assessment and prediction of fuel con-
sumption, and emissions of nitrogen oxides from
the fuels in bus passenger transport in urban areas,
are used two models ,MEP.MK 14" [7] and
»~MAED" model of the IAEA [8]. Inputs in this
model are demographic factors which show direct
dependence of the above sectors with the number
of population, trends of population growth, con-
centration of population in major cities, employ-
ment rates, population structure, economic power
of residents, traditions and habits. Traditions and
habits are largely distinguished by commonly used
passenger transport, number of passengers per pas-
senger kilometer.

The interaction between the two models is in
the factors affecting the energy needed, but
MEP.MK 14 model has its own approach and se-
quence to the calculation of the required energy
through specific data available for the Republic of
Macedonia.

As influential factors that enter into the calcu-
lations of all scenarios are: passenger kilometers
per year — PKM, number of passengers transported
in one vehicle — BP, type of fuel with the energy
contained in a unit mass of that type of fuel corre-
lated with fuel consumption per bus, technology
and efficiency of vehicles — T (J, K) (J — type of
fuel with all its physical and chemical characteris-
tics; K — year of introduction of the technology
with a particular fuel).

From here the energy consumed in passenger
transport can be presented as a function of all these
parameters as input values:

PE = f (PKM, BP, T(J, K)).

RESULTS AND DISCUSSION

The total emissions of pollutants by a certain
fuel is calculated as the sum of emissions of all
pollutants from vehicles of different years of pro-
duction that are located in a given year.

EVAUT(L],G) =
= i VBA(G)- PGA(J,K)- PA(J,K)- EFA(I,J K) )

K=2000

Where:

EVA.UT(1,J,G) (kT) — emissions by vehicles
with different fuels in the year reviewed;.
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G =2011-2035 — analyzed years;

K =2000.....G — year of manufacture of par-
ticular types of buses K (K < G);

PA(J,K) (%) — percentage of buses with some
fuel (J) produced in the year K;

VBA(G) — number of all buses in particular
year;

PGA(JK) (lolgim j — consumption of fuel

type (J) per one bus with year of production (X);.

EFA(1,J,K) (kg/kg) — emission factors for par-
ticular pollutant (/). (/ = 1...N);

N — number of treated polutants;

J=1...M — type of fuel. (Example: J =1 —
gasoline, J =2 — diesel, J= 3 — CNG).

Specific emissions of nitrogen oxides for all

scenarios are taken from databases of GEMIS,
TREMOVE and EMEP/EEA [9, 10, 11].

Figure 6 presents comparison of emissions of ni-
trogen oxides under all scenarios.
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Fig. 6. Comparison of NO, emission from buses
(urban transport) under the scenarios

Best results shows Scenario 2, due to the high
use of CNG. However, despite the benefits of natu-
ral gas as a fuel presented like difference between
Scenario 1 and Scenario 2 they are smaller than
differences in emissions between the reference sce-
nario 1.5 and scenario 1. This clearly shows the
impact of the replacement of the bus fleet and the
penetration of new energy efficient technologies,
as one of dominant factors in terms of reduction of
nitrogen oxides.

For 2035 the differences in NOx emissions
for all scenarios relative to the Reference Scenario
1.5 would be:

— Scenario 1 — 25% reduction in NOx emis-
sions;

— Scenario 2 — 34% reduction in NOx emis-
sions;

— Scenario 0.75 — 44% increased emissions of
NOx.

This also suggests that legal measures are es-
sential to reducing the emissions of new vehicles
regardless of fuel type. Only remains a certain abil-
ity of the fuel and technology for producing emis-
sions below these limits [12]. Of particular impor-
tance is the treatment of exhaust gases and equip-
ment installed in vehicles with different technolo-
gies. Natural gas vehicles are much less demanding
in terms of equipment for the treatment of exhaust
gases than diesel. This increases the efficiency of
this type of CNG buses according diesel buses
equipped with complex systems.
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A bstract: Thermal performance of the solar thermal systems are estimated using numerical methods and
software since the solar processes are transitient in nature been driven by time dependent forcing functions and loads.
The system components are defined with mathematical relationships that describe how components function. They
are based on the first principles (energy balances, mass balances, rate equations and equilibrium relationships) at one
extreme or empirical curve fits to operating data from specific machines such as absorption chillers. The component
models are programed, i.e. they represent written subroutines which are simultaneously solved with the executive
program. In this paper for executive program is chosen TRNSYS containing library with solar thermal system com-
ponent models. Validation of the TRNSYS components models is performed, i.e. the simulation results are compared
with experimental measurements. Analysis is performed for solar assisted cooling system in order to determine the
solar fractions and efficiencies for different collector types, areas and storage tanks. Specific indicators are derived in
order to facilitate the techno-economic analysis and design of solar air-conditioning systems.

Key words: solar air-conditioning; solar fraction; thermal efficiency; simulation

AHAJIM3A 1 OHEHA HA IEPOOPMAHCHUTE HA CUCTEMMUTE 3A I'PEEILE U JIAJIEIBE
CO COHYEBA EHEPTHJA

AmncTpax T Bo 0B0j Tpya e u3BpIIEeHa OIlCHA Ha TEPMHUUYKUTE NepPOPMAaHCH HA CHCTEMHUTE CO COHUEBHU
kosektopi. [IpuToa ce KOpHCTEHH HyMEpHUUKH METOIN U CO(TBEPH, OHIIEjKH MPOIECUTE BO KOU CE aHATHM3HUPA BIIHja-
HHUETO Ha COHYEBaTa CHEepruja ceé CO CTOXacTHUKa MPHPOAA, OJHOCHO BOAEHH CE OJf BPEMEHCKH 3aBHCHH (DYHKIIUH.
Kopucrennre KOMINOHEHTH BO aHAIM3HPAHUTE CHCTEMH ce Ie(MHUpPAHU NPEKy MaTeMaTHYKH PElaliy CO KO ce
OIUIIYBa HAYMHOT Ha HUBHOTO (yHKIMOHHMpame. Tue ce 3acHOBaaT Ha MPBUOT IPHUHIMI (€HEPreTCKU U MaceH 0a-
JaHC, peNaliy 33 PAMHOTEXKHH COCTOjOM) 3a e[JeH eKCTPeM MM Ha eMIIUPHUCKO JeQUHUPambe Ha KpUBA KOja To CIean
TPEHOT Ha U3MEPEHUTE BPEIHOCTH 3a CIICLU(PUYHNTE KOMIOHEHTH KaKo LITO CE alCOPIIUOHUTE JIaMIHA MALMHH.
MaremMaTHuKuTE MOJENM HA AHAIM3UPAHUTE KOMIIOHCHETH C€ WMIUICMEHTHUPAHH KaKo HOIPYTHHH, IPOrpaMu
KOMIIITO CE pelIaBaar MpeKy W3BpIIHa mporpama. Bo oBoj Tpyx kako m3BpiHa mporpama e uzdopan TRNSYS, Bo koj e
compkaHa OMONMOTEKa CO HyMepHYKH Mojend. VI3BplieHa ¢ M Balualja Ha KOPHCTEHHTE KOMIIOHCHETH O
TRNSYS npeky criopenba Ha CHMyJallMOHUTE Pe3yITaTH CO eKCHEPHMEHTATHO M3MepeHnTe. V3BpiieHara mapame-
TapcKa aHaIN3a Kaj CHCTEMUTE 3a JIaJIele TOIIMHCKU IIOTOHYBAaHU CO COHYEBA €HEepruja omdaka oleHa Ha IpUIOHe-
COT OJI COHYEBaTa €Hepruja BO BKYIHO NOTpeOHATa TOIUIMHCKA, KAKO M TepMHUYKaTa e(pUKaCHOCT Ha CHCTEMOT 3a
pa3IMYHU BHJOBM COHYEBH KOJIEKTOPH, MOBPLIMHY M BOJYMEHH Ha aKyMyJIalIMOHM pe3epBoapu. JlobueHu ce cremnu-
(UYHM HHIMKATOPU KOHM C€ KOPHCTAT IPU TEXHOEKOHOMCKA aHaJIN3a Ha CHCTEMUTE KOU KOPHCTAT COHYEBA CHEpruja
(TorMHCKa) 32 KIMMaTU3aLuja Ha 00jeKTUTe.

Kuyunu 360poBH: COHYEBU KOJCKTOPH; KIMMAaTH3alKja; IPUIOHEC O] COHYEBA CHEPrHja; TePMHUIKA e(PUKACHOCT;

CUMYyJIaIHja
INTRODUCTION ing and cooling of the buildings. It is well known
that in the European Union more than 25% of the
Reduction of fossil fuel consumption and total energy consumption is due to buildings with
harmful emissions to the environment could be heating and cooling representing a major percent-

reduced by implementing the solar energy in heat- age. In the EU-32 countries the final energy con-
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sumption in 2003 for heating and cooling the
buildings represented about 3600 TWh with 93%
for heating and only 7% for cooling [1]. But a tre-
mendous increase in the market for air-conditi-
oning can be observed worldwide especially in
developing countries such as Macedonia. On Fig-
ure 1 are presented the sales rates for room air-
conditioners (RAC units) in different regions of the
world (blue representing worldwide sales and
green one European ones). In 2002 were sold 44
milion units worldwide and more than 94 million
units in 2012 (source by Japan Air-Conditioning &
Refrigeration News 2013). In order to limit the
negative impact on the energy consumption and on
the electricity network management, new environ-
mentally sound concepts are of particular impor-
tance.

100 4.5 93.8

Estimated RAC/PAC Market Size
per Year (million units)

BEurope ®W\World total ]

Fig. 1. Evolution of air-conditioning market worldwide

Energy consumption in Europe is expected to
face an increase within the next 30 years. This is
due the climate and comfort requirements, archi-
tecture and technical equipment of larger, com-
mercial buildings require more and more cooling.
Space cooling is moving quickly from luxury into
necessity and represents a fast growing market.
The rise in cooling demands is due to more reasons
such as: greater comfort expectations, the percep-
tion that cooling contributes to higher productivity
and the increase of internal loads of electronic
equipment.

By 2020 all new and refurbished buildings
should be near zero energy. So the cooling demand
will have to decrease. But this means as well that a
massive use of renewable energy sources will have
to be done.

Building air-conditioning is today based
mainly on electrically driven mechanical vapour
compression technologies. In [2] R. Ciconkov per-
formed survey on refrigerating and air-condition-
ing systems regarding the use of CFS fluids in Ma-

cedonia Although for new developed predomi-
nately large capacity scale developments it is re-
ported about high efficiencies in the compression
cycle, for the standard air-conditioning in existing
buildings can be assumed that on an average less
than 3 kWh ‘cold” are produced with the electricity
input of 1 kWh,;. Subsequently this implies that 1
kWh primary energy is used for the provision of 1
kWh useful cooling energy. Until now mostly the
electrical peak loads were occurring during the
winter period, but now are shifting to the summer
months and challenging capacity limits and there-
fore increasing the need of solar cooling technol-
ogy even in Europe. In [3] is examined TEWT
concept for estimating of the global warming from
refrigerating and air-conditioning systems.

Solar technologies can supply the energy for
all of the building’s needs — heating, cooling, hot
water, light and electricity, without the harmful
effects of greenhouse gas emissions created by fos-
sil fuels thus solar applications can be used almost
anywhere in the world and are appropriate for all
building types.

Solar thermal systems for hot water produc-
tion are already mandatory in new buildings ac-
cording to solar ordinances for example in Spain
[4], Portugal, Italy, Greece and other European
countries [5].

It is very logical to apply solar energy for
cooling purposes since in many applications, such
as air-conditioning cooling loads and solar gains
are more or less in phase on daily time basis.
Thermally driven cooling was applied within last
decades in niche-markets preferably in the large
capacity scale range, using waste heat or heat from
combined heat and power production. A survey
made on the basis of [EA Task 38 and Task 48
work has shown the estimated number of installa-
tion worldwide nearly of 600 systems in 2010 and
nearly 1000 systems in 2012.

In 2013, Solar Air-Conditioning is more than
ever representing a huge potential of development
for solar energy but this promising technology is
facing one man issue, a general lack of economic
competitiveness — as it is still the case for many
renewable energies unless incentives are in place.

SIMULATION TOOL FOR SOLAR ASSISTED
AIR-CONDITIONING SYSTEM

In order to assess the performance of the solar
air-conditioning system under weather conditions
for Macedonia, simulation model is developed for
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solar assisted air-conditioning system applied in
residential building.

Simulation in solar cooling and air-condi-
tioning is possible at different levels. A classifica-
tion may be made by sorting the tools into:

e materials level: analyzing the effect of e.g.
different sorption materials on the sorption
process;

e component level: detailed analysis of a system
component, e.g., chillers, cooling towers, etc.;

e process quality level: theoretical analysis of
various processes;

e detailed system simulation for optimizing
control strategies.

Few simulation programs for planning sup-
port and sizing of solar assisted air-conditioning
systems exist. Also some more programs used in-
ternally may exist; additionally, more commercial
simulation platforms like Matlab/Simulink, Mode-
lica etc. can be used, but do not provide of a suffi-
cient number of components for modeling a com-
plete solar air-conditioning system yet.

In this paper is used TRNSYS simulation
software and the TESS library for the system com-
ponent numerical models.

TRNSYS is a commercial time step simula-
tion tool worldwide available. High flexibility in
the choice and arrangement of the system compo-
nents, the desired system can be constructed by
selecting and connecting the individual compo-
nents and by defining the system control. Own
written ‘types‘ (component models) may be added.
Once the time step of the simulation is chosen, it is
constant during the simulation run. A major ad-
vantage of the program is the availability of a
building model, which can be edited in a special
building editor and allows the calculation of build-
ing loads.

SYSTEM DESCRIPTION

Up to now, existing SHC prototypes were
mostly designed on an empirical basis. For small-
size systems, simple layouts are generally pre-
ferred, in order to improve the reliability and re-
duce the capital cost of the plant. For example,
fixed-volume pumps are selected, and a gas-fired
heater is used as the only auxiliary device. For
large-size plants, more expensive but also more
efficient components can be taken into considera-
tion, such as variable-speed pumps and auxiliary
electric chillers. In any case, the main choices to be
taken when designing the layout of a SHC system
concern: (i) the type of solar collectors; (ii) the
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thermal-driven chiller (for example, absorption or
adsorption machine); (iii) the auxiliary system for
cooling and heating have been developed.

Usually, SHC systems are based on absorp-
tion chillers, since the commercial availability of
adsorption chillers is very scarce. In addition, ad-
sorption chillers are only available for small cool-
ing capacities, and their cost is significantly higher
than for absorption chillers. Thus, most of the SHC
prototypes installed all over the world are equipped
with an absorption chiller. Single-effect absorption
chillers are usually adopted, since double-effect
devices must be supplied with an hot stream at
temperature higher than 150 °C, that would involve
the use of concentrating solar collectors [6]. Such
configuration — high temperature solar collectors
and double-effect chillers — is obviously interesting
from an energetic point of view, but is presently
too expensive to be considered in pre-commercial
applications. Thus, the most common configura-
tion is based on the coupling of evacuated-tube
solar collectors with single-effect absorption chill-
ers. In particular, LiBr—H,O models are commonly
preferred, since H,O—-NH; chillers require higher
temperatures for the inlet hot stream, and in addi-
tion handling ammonia can be somewhat danger-
ous. For such arrangement, three different system
layouts were investigated in this paper, whose
characteristics and working principles are briefly
summarized in the following:

The model, i.e. analyzed system, generally
consists of four main subsystems:

1. The first subsystem is composed of solar col-
lectors with complete hydraulic fittings and
control — differential controllers, plate heat
exchangers, i.e. this system is represented the
source of thermal energy for heating or ther-
mal energy for driving the cooling the ab-
sorption machine.

2. Second is the subsystem for hot and cold
storage which includes the storage tanks for
hot/cold water that actually represents the
connection between the heating system in the
building, i.e. absorption cooling machine and
the source of heat.

3. The heating system introduced with heat-
ing/cooling devices, hydraulic components,
heat exchangers, cooling absorption machine
and eventually existing conventional sources
of heat and/or cooling energy.

4. The fourth subsystem is the consumer of
thermal energy, i.e. the building. This system
is represented by the thermal characteristics
of the object, i.e its orientation in space.
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On Figure 2 is presented analyzed, i.e. mod-
eled and simulated solar assisted air-conditioning
system. The main system components are: the solar
collector array, two storage tanks, auxiliary heater,

collector
field
@ storage
— o ® tank
heat
exchanger

Solar circuit

absorption chiller and the energy consumer i.e. the
building which also incorporates the heating/ cool-
ing system components.

absorption
chiller
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Fig. 2. Functional scheme of the system

In the analyses are considers vacuum tube and
flat plate collectors product of Camel Solar, type:
CS Full Plate 2.0-4 and Vacuum CS 10. The ther-
mal performance of the solar collectors are given
in their solar key mark certificate.

At the simulated building internal heat gains
are consider by the lighting power density 5 W/m?
and home appliances with specific power of 2
W/m?. The absorption chiller condenser is con-
nected to the wet cooling tower product of Balti-
more AirCoil type PF2-0406AA-31-3. Numerical
modeling of the cooling tower is provided by the
TRNSYS Type 510 model from Tess library, a
closed circuit cooling tower which cools the liquid
stream by evaporating water from the outside of
coils containing the working fluid. The working
fluid is completely isolated from the air and water
in this type of system.

The cooling system in the building is repre-
sented with ventilation air distribution system. The
heat exchange between the chilled water from the
absorption chiller and the ventilation air is pro-
vided with heat exchanger water-air modeled Type
508a which is a cooling coil modeled using a by-
pass approach in which the user specifies a fraction
of the air stream that bypasses the coil. The re-
mainder of the air stream is assumed to exit the
coil at the average temperature of the fluid in the
coil and at saturated conditions. The two air
streams are remixed after the coil. Chilled water
flow from the absorption chiller to the cooling coil
is set to 2900 kg/h and the air flow rate to the
building is 4000 kg/h. The auxiliary heater power
is modeled 12 kW and the outlet temperature is 80

°C, which is the absorption machine driving tem-
perature.

System component models definition
and validation

Validation is performed for the basic solar
thermal system components: solar collector, stor-
age tank and differential controller. The experi-
mental system consists of: flat plate solar collector
with area of 2 m%, connected with the internal heat
exchanger of the storage tank. Control is provided
by differential controller which is set to turn the
circulation pump on, when the temperature differ-
ence between the collector outlet temperature and
the tank temperature is greater than five. There is
no consumption of hot water from the storage tank,
i.e. the only heat transfer is with the surroundings.
The circulating pump is set to maintain fluid (wa-
ter) flow rate set to 7,5 lit/min.

Measurements are made on at an hour interval
for the fluid inlet T1 and outlet T2 temperatures
from the solar collector, tank fluid temperature T3
and the solar radiation is measured with the py-
rometer S as presented on Figure 3. The experi-
mental setup of the analyzed solar thermal system
is located in Skopje, R. Macedonia, northern lati-
tude of 42° and 21°43" east longitude. Temperature
measurements are performed with temperature data
logger thermocouple probes type K.

Solar collector type is evacuated tubular di-
rect flow, product of Camel Solar type Vacuum CS
15 Solar KeyMark certified. During the measure-
ments it was placed under tilt of 45°, south orien-
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tated, i.e. azimuth angle of 0°. The collector ther-
mal performance test results according EN 12975
are presented in Table 1, while the storage tank
technical data are given in Table 2.

In the TRNSYS model solar collector is
model with the Type 538 from the Tess library and
technical data from Table 1.

The storage tank is modeled with the Type
60d including the internal heat exchanger for
which are supplied data from Table 2. Type 2b-2 is
used to simulate the differential controller set with
upper dead band of 5 and lower dead band 2, the
high limit cut-off temperature set to 100 °C. Be-
tween the solar collector and storage tank is con-
nected pipe Type 31 modeled with internal diame-
ter 0.0025 m, length of 10 m and loss coefficient of
0,3 W/m’K to account for the heat losses. The pipe
network modeled with Type 31 is used to increase
the thermal capacity of the system and thus in-
crease the simulation stability. Circulating pump is
represented with the component Type 3d with
mass flow rate 450 kg/h, i.e. 7,5 /min same as in
the experimental setup (Figure 2).
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Fig. 3. Solar system experimental and simulation scheme
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Table 1

Technical data for collector type Camel Solar
Vacuum tube SC 15 ( “U” type)

Technical data Unit Dimension
Dimensions L x W x H mm  1990x1180x158
Absorption / 0.92-0.96
Emittance / 0.04-0.06
Dimension absorpber tubes mm 8x0.4 (U pipe)
Number of absorber tubes / 15
Outer diamter glass tube mm 58
Transmittance 0.92
Nominal flow rate per collector kg/h 90
Conversion factor, F'(ta)en / 0.695
Angle modifier, b, / 0.138
Optical efficiency, 7, / 0.738
Heat transfer coefficient, a, W/m?K 1.725
Coefficient, a, W/m?K? 0.01
Diffuse angle modifier, Ky, / 1.203
Incidence modifier, K, = 50° / 0.935
Area related heat capacity, ¢ kJm?K 58.4
Volume flow rate I/m?h 72
Apperture area per collector unit m? 1.42

Table 2

Storage tank technical details

Technical data Unit Dimension
Capacity 1 150
Height, H mm 1210
Diameter, D mm 560
Insulation, rigid PU mm 50
Coil capacity 1 4.56
Heat exchanger surface m’ 0.74
Prolonged power according kW 25
DIN 4708 80/ 60/45 m*h 0.61
NL-power coefficient at 60°C - 2.5
Coil outlet, L mm 202
Cold water inlet, 4 mm 202
Sensor sleeve for thermostat, G mm 822
Coil inlet, K mm 592
Hot water outlet, £ mm 868
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Measurements are performed starting from
date 18.09.2013 until 28.03.2014 and in parallel
are measured two systems with same capacity stor-
age tank of 150 liters but different type of collec-
tor’s, i.e. flat plate and vacuum tube solar collec-
tors. Validation process use data for the vacuum
tube collector and the results are presented only for
one day period (18. 09. 2013) with collection time
interval ranging between 20 min and 45 min inter-
val, from 10:40 up to 16:05 h.

According above presented data, i.e. diagrams
can be concluded that there is acceptable match
between the measured and simulated results (Figu-
res 4, 5 and 6). The discrepancies between the
measured and simulated results are expected since
the solar radiation has different values, i.e. simu-
lated values are taken from the Meteonorm data-
base for the selected location, while the measure
are obtained directly for the specif loactioin as
given on Figure 7.
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Fig. 4. Measured and simulated results for the collector
inlet temperature
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Another influencing factor is the uncertainty
of the measurements error and last but not the least
it should not be neglected the transition nature of
the solar thermal systems.

The resulting simulations reveal the individu-
al thermal behaviour of the solar collector, storage
tank, differential controller and circulating pump
as well as their assembled thermal behaviour.
These results coincidence with the respective expe-
rimental data, thus this fact validates these models
for future application in the heating/cooling sys-
tem.

Validation for the absorption chiller is per-
formed for the TRNSY'S component Type 177.

This component type offers four numerical
modes of absorption chiller. In this simulation is
used mode “a”, i.e. Type 177a which is standard
mode using user supplied characteristic parame-
ters. Since in this paper are considered only solar
air-conditioning for residential buildings, in Table
3 are given the technical data for several small ab-
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sorption chillers. From the presented absorption
chillers, in the simulation is modeled the absorp-
tion chiller H,O/LiBr produced by Sonnenklima
type Suninverse 10. Simulation of the absorption
chiller is done with the component Type 177a,
whereas input parameters are used the values for
Suninverse provided in Table 3. As output for the
absorption chiller cooling power is obtained 10,1

Table 3

kW, which corresponds with the factory value.
Validation exists for the Type 177 mode “d” per-
formed by Albers and Ziegler [7], using the meas-
urement results from Kiihn [8]. According to this,
final conclusion is that this numerical model of ab-
sorption chiller provides reliable results, thus it is
suitable to be used as model for further simula-
tions.

Technical data for market available small capacity absorption chillers

Company  Yazaki EAW Sonnenklima Rotarica
Product name WEFC-SC5 Wegal SE 15 Suninverse 10 Solar 045
Technology Absorption Absorption Absorption Absorption
Working pair H,O/LiBr H,O/LiBr H,O/LiBr H,O/LiBr
Cooling capacity, kW 17.6 15 10 4.5
Heating temperature, °C 88/83 90/80 75/65 90/85
Recooling temperature, °C 31/35 30/35 27/35 30/35
Cold water temperature, °C 12.5/7 17/11 18/15 13/10
cor 0.70 0.71 0.77 0.67

Dimensions (WxDxH), m 0.60 x 0.80 x 1.94
Weight, kg 420 660

Electrical power, W 72 300

1.75 % 0.76 x 1.75

1.13 x 0.80 x 1.96 1.09 x 0.76 x 1.15
550 290

120 1200 (incl.fan)

PERFORMANCE ASSESMENT OF THE
SOLAR AIR-CONDITIONING SYSTEM

It has become recognized that, however, solar
heating is the product of a collection of compo-
nents comprising a system and needs to be studied
such. Because of the interactions of components,
optimal system performance occurs under condi-
tions different from those for optimal behaviour of
each component. For example, optimal collection
efficiency would not necessarily be coupled with
least auxiliary energy.

Many different hydraulic schemes are de-
signed which makes difficult to compare the in-
stallations performances [9]. Methods used to de-
termine solar heating and/or cooling energy re-
quirements for both active and passive/hybrid sys-
tems are described by Feldman and Merriam,
Hunn, Nowag and other. For thermally driven sys-
tems the scheme on Figure 8 is used to identify
main components and energy flows of the system.
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On Figure 8 is presented small scale system for
family houses, small multidwellings, using a small
size packaged ab/adsorption solar system. This
configuration is an adaptation of the solar combi
system including the cooling function is also called
SSC + Solar Combi.

There are four generally accepted measures of
solar system performance:

o Collector efficiency applies to the performance
of the solar energy collection subsystem. It is
the energy collected, divided by the radiation
incident upon the collectors. Influence of the
collector position on the collec to thermal effi-
ciency is done in [10].

o System efficiency, or solar heating performance
factor, is the solar heat delivered to the load di-
vided by the total radiation incident upon the
collector.

e Solar fraction is the fraction of the total heat
requirement that is met by solar energy.
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Electrical coefficient of performance is the
solar heat delivered to the load, divided by the
electrical energy used to operate the system.

Each solar system operates at characteristic
efficiency level resulting from the interaction of
the subsystems, environmental conditions and sys-
tem configurations. The net savings per square me-
ter of solar collector indicate the relative per-
formance of each of these systems.

The five categories of system-level design pa-
rameters that limit solar system performance.

o Solar resource assessment. This category re-
presents the solar reference weather data val-
ues used by the solar design community.

o Collection subsystem. This category represents
the solar collection sub-system, including de-
vices used to capture incoming solar radiation.

o Storage subsystem. This category deals with all
aspects of the system effects caused by storage
components.

e Controls. This category refers to equipment
and methods for controlling solar components
within the solar system.

e Load. This category deals with the types and
magnitude of the heat requirements in the
buildings.

REFERENCE BUILDING MODELLING
AND SIMULATION

Building as energy consumer has a major im-
pact on the overall efficiency of the solar system,
i.e. can be simply said that the building itself is
one of the leading parameter in sizing the system.
Since the analyses are made for climatic conditions
in Macedonia also the thermal performance of
buildings must be in accordance with the Regula-
tions on energy efficiency in Macedonia. Further-
more the analysis is taken into account the impact
of the specific consumption of heating/cooling en-
ergy of the building (kWh/m?)/a to the response
and the performance of the solar collector system.

Main governing indicators according to which
is based the system comparison are: thermal effi-
ciency of solar collectors, solar fraction and power
consumption for the auxiliary devices.

In Table 4 are listed three “types” of the
building, i.e. physically is the same building only
the insulation thickness on the external walls, roof
and floor are varied in order to obtain different val-
ues for specific annual heat. The main idea for this
analysis is to assess the influence of the thermal
performance of buildings on the economic viability
of the use of solar thermal systems in air-condi-
tioning.
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Table 4

Reference building physical and thermal performance data

. . Building I Building I Building III
Surface Orientation Surface, m?

U, W/m2K

Out.wall 1 North 42 0.58 0.33 0.18
Window 1 North 3 1.4 1.4 1.4
Out.wall 2 East 25.5 0.58 0.33 0.18
Window 2 East 4.5 1.4 1.4 1.4
Out.wall 3 West 25.5 0.58 0.33 0.18
Window 3 West 4.5 1.4 1.4 1.4
Out.wall 4 South 42 0.58 0.33 0.18
Window 4 South 3 1.4 1.4 1.4
Floor - 150 0.33 0.33 0.24
Roof - 150 0.54 0.42 0.35
Window type Double glazed TRNSYSS library (w4-lib data)

Window solar heat gain coefficient, g

Out.wall construction 2xPlaster 2 cm, brick 25 cm

0.589

Insulation 5 cm Insulation 10 cm Insulation 20 cm

Floor Granite tile 6 cm, cement mortar 5 cm, concrete slab 20 cm Insulation 10 cm  Insulation 10 cm Insulation 15 cm
Roof Concrete slab 20 cm, hydroisolation, cement mortar 5 cm Insulation 10 cm  Insulation 10 cm Insulation 15 cm
Convective coefficient — outside o, =25 W/m2K
Convective coefficient — inside o, = 7.7 W/m2K

Constant value of 0.3 1/h is defined for the in-
filtration of outdoor air, while for the summer
when cooling is required in the building is envis-
aged/modeled mechanical ventilation defined with
air mass flow and temperature entered through \the
models of fan and heat exchanger air-water which
is directly connected with the cooling absorption
machine.

Regarding the thermal comfort, in the heating
mode the inside temperature is defined to be 20 °C
from 05:00 to 22:00 and for the rest is defined set-
back temperature of 16 °C, for the cooling mode is
defined constant inside temperature of 26 °C.

Building I has 90 (kWh/m?)/a, Building II
with 70 (kWh/m®)/a, and Building III has 57
(kWh/m*)/a. Comparing the energy consumption
Building III has 42% lower than Building I and
19% than Building II.

SYSTEM SIMULATION RESULTS
The performance of future conventional
space-conditioning systems affects the economic

potential of active solar systems. The performance
and cost of today’s conventional heating, cooling
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and domestic hot water system can be readily de-
termined, but conventional heating and cooling-
technology is constantly improving

In the analysis for the heating considered two
reference: Buildings type II and III (as given in
Table 4), with specific heat energy consumption of
70 and 57 (kWh/m?)/a respectively. In the analysis
for the cooling is considered only Building type III
which has specific cooling energy of 12 (kWh/m?)/a.
The time step used in the simulations is 7,5 min
and the heating and loads are integrated on hourly
basis. On Figure 6 are presented the results from
the simulation of solar assisted heating with flat
plate collectors varying their total area 16 m?, 32
m?%, 64 m%, mass flow rates are 50 kg/h m” and heat
storage tank of 1000 and 2000 litres only for the 64
m” collector area. Collectors are tilted 40° toward
south — azimuth 0° also is installed 200 litres DHW
storage tank heating with the same collector array
only in period when the heating storage tank is
charged or the condition for the circulation pump is
not satisfied.

Common for the analyzed systems is that in
each of them the heat is distributed through the
underfloor heating with flow rate of 2000 kg/h,
solar collector array mass flow rate depending
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from the collector area, i.e. 50 kg/h m’, auxiliary
heat energy is provided by heater located at the
fluid tank outlet with capacity of 12 kW connected
with the generator of the absorption cooling ma-
chine and 9 kW for the DHW installed also at the
tank hot water outlet set to maintain constant tem-
perature of 45 °C.

From the obtained results it is concluded that
there are no large differences between the solar
collector yield of 32 m* and 64 m”. This is result of
the small storage tank capacity which cannot store
the available heat from the 64 m® collector array
solar/heat yield resulting in storage temperature
increase thus decrease in solar fraction and collec-
tor efficiency. On Figure 9 are presented hourly
values of the building heating loads and collector
yields.

Since the results on Figure 9 are very dense
cause of the hourly values thus cannot be easily
noticed the differences, therefore on Figure 10 are
also presented collector yields only for ten days.
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In Table 5 are presented results for delivered
heating energy, annual heating energy cost, system
price and the environmental indicator — CO, emis-
sions, for conventional heating systems with heat
sources: electrical energy, wood pellets and heat
pump. For the heat pump COP is assumed aver-
aged yearly value of 3.

Parametric analysis considers combinations
between solar thermal systems and auxiliary heat-
ing devices, compared with the performance of the
conventional heating system with electrical boiler
or heat pump. The analyzed solar systems have
total solar collector area of 16 m%, 32 m? and 64 m’
combined with storage tanks of 1000, 1500 and
2000 litres, and auxiliary heating energy provided
by electric heater or heat pump air-water with
E.V.I compressors with nominal capacity of 15 kW
product of Hydros model Lzti 10.

Within Table 6 and Table 7 are summarized
the results from the parametric analysis of systems
in regard of different: collector area, storage tank
volume and auxiliary heat source type, i.e. Electric
Heater or Heat Pump.The assessment of the per-
formance is done for heat energy consumption, an-
nual energy, system costs and environmental im-
pact indicator presented by the value for the annual
CO; (kg/year) annual emissions.

In Tables 6 and 7 can be noticed that the aux-
iliary energy for the DHW is same as for systems
with same collector area and storage tank volume.
This is due to the fact that the heat energy provided
from the electric heater or the heat pump are dedi-
cated only for the absorption chiller while the
DHW tank has independed electric heater installed
at the outlet of the hot water. Further are the results
from the same energy and environmental analysis
for the building with specific energy consumption
of 57 (kWh/m®)/a, presented in Table 8 and Table
9. Beside the energy and environmental data also
are presented economic data/indicators such as sys-
tem investment costs and estimated annual energy
costs

These economic parameters provides a better
insight for the system feasibility and thus possibil-
ity for implementation in practice.

With Figure 11 graphically are presented the
results from the simulation for primary energy con-
sumption for various solar system configurations in
regard of building specific heat energy consump-
tion.

The results for the heat and primary energy
savings are obtained in comparison to heating sys-
tem with electrical boiler as heat source.
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Table 5

Annual energy and environmental indicators for building with specific heat consumption 70 (kWh/m’)/a

Parameter Unit El boiler Pellet boiler ~ Heat pump
Heat power kW 12

Annual delivered heat energy kWh 13103

Average thermal efficiency/COP - 0.99 0.91 2.5
Annual consumed energy kWh 13235 14399 5241
System electrical energy consumption (circ.pumps) kWh 144

Annual CO, emissions kg/year 12177 58 1730

CO, emissions and primary energy consumption factors are provided from the standard “Energy performance of buildings —
Overall energy use and definition of energy ratings” EN 15603_2008 [11].

Table 6

Solar thermal system energy and environmental performance indicators for building with specific heat
energy consumption 70 (kWh/m’)/a — part 1

16/1000- 16/1000- 32/1000- 32/1000- 64/1000- 64/1000- 32/1500-

Parameter Unit EH HP EH HP EH HP  EH

Auxiliary energy — heating system kWh 8550 8550 7420 7420 6466 6466 6996
Auxiliary energy — DHW kWh 750 562 428 639

System electrical energy consumption (circ. pumps) kWh 144 144 114 114 90 90 130

Specific electrical energy price eur/kWh 0.09

Total energy price Eur 850 348 729 300 629 256 640

Heat source device/system price Eur 3600 7000 6000 10500 10000 14700 7000
Primary energy consumption kWh 28777 12790 26798 10946 23117 9426 25702
Annual CO, emissions kg/year 3069 1275 2672 1091 2305 940 2562
Annual average solar fraction — SF - 0.19 0.30 0.39 0.34

Ref. building 70 (kWh/m?)/a; Solar thermal system — 1. Area/Storage tank volume — EH (electric heater) ; HP (heat pump)

Table 7

Solar thermal system energy and environmental performance, for building with specific heat energy
consumption 70 (kWh/m’)/a — part 2

32/1500- 64/1500- 32/1500- 32/2000- 32/2000- 64/1000- 32/1500-

Parameter Unit HP EH  HP EH  HP  HP  EH
Auxiliary energy — heating system kWh 6996 5830 5830 7250 7250 5921 5921
Auxiliary energy — DHW kWh 639 490

System electrical energy consumption (circ. pumps) kWh 130 103 103 138 138 111 111
Specific electrical energy price eur/kWh 0.09

Total energy price eur 287 578 237 665 273 543 223
Heat source device/system price eur 11500 12000 16500 8000 12500 12800 16700
Primary energy consumption kWh 10539 21260 8709 24454 10054 19966 8207
Annual CO, emissions kg/year 1051 2120 868 2438 1003 1991 818
Annual average solar fraction — SF - 0.34 0.45 0.32 0.44

Ref. building 70 (kWh/m?)/a; Solar thermal system — 1. Area/Storage tank volume — EH (electric heater) ; HP (heat pump)
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Table 8

Solar thermal system energy and environmental performance indicators for building with specific heat
energy consumption 57 (kWh/m’)/a — part 1

16/1000- 16/1000- 32/1000- 32/1000- 64/1000- 64/1000- 32/1500-

Parameter Unit HP EH HP EH HPp EH
Auxiliary energy — heating system kWh 6708 5762 5762 5418 5418 6192
Auxiliary energy — DHW kWh 713 527 402 595
System electrical energy consumption (circ.pumps)  kWh 139 109 109 86 86 115
Specific electrical energy price eur/kWh 0.09

Total energy price eur 280 576 239 532 217 567
Heat source device/system price eur 7000 6000 10500 10000 14700 7000
Primary energy consumption kWh 22664 10285 21177 8687 19549 7990 22846

Annual CO, emissions kg/year

Annual average solar fraction — SF -

1025 2111 866 1949 797 2278
0.22 0.33 0.39 0.28

Ref.building 57 (kWh/m?)/a; Area/Storage tank volume — EH (electric heater) ; HP (heat pump)

Table 9

Solar thermal system energy and environmental performance indicators for building with specific heat
energy consumption 57 (kWh/m’)/a — part 2

32/1500- 64/1500- 64/1500- 32/2000- 32/2000- 64/200 64/2000-

Parameter Unit EH HP EH HP 0-EH  HP
Auxiliary energy - heating system kWh 6192 5600 5600 5074 5074 4042 4042
Auxiliary energy - DHW kWh 457 630 488
System electrical energy consumption (circ. pumps)  kWh 94 94 118 118 97 97
Specific electrical energy price eur/kWh 0.09

Total energy price Eur 554 227 524 216 416 172
Heat source device/system price Eur 11500 12000 16500 8000 12500 12800 16700
Primary energy consumption kWh 9367 20360 8331 19271 7943 15315 6319
Annual CO, emissions kg/year 934 2030 831 1921 792 1527 630
Annual average solar fraction — SF 0.28 0.36 0.41 0.53

Ref.building 57 (kWh/m?)/a; Solar thermal system — Area/Storage tank volume — EH (electric heater) ; HP (heat pump)
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System configuration
mBuilding 57 kWh/m?a W Building 70 kWh/m?a

Fig. 11. Primary energy consumption
*Total solar collector area/storage volume — Electric Heater
(Heat Pump)

Further are analyzed system performances
when is in cooling mode. The building has specific
cooling energy consumption of 12 (kWh/m®)/a, i.e
the total annual cooling load is 1800 kWh. Results
from the analysis are presented in Table 10.

The performance data for absorption cooling
machine are obtained from the manufacturer Son-
nenklima type Suninverse 10. The chiller average
cooling coefficient of performance is averaged on
3. The DHW in the case of conventional chiller is
heated 100% by electrical heater while in the case
of absorption machine, area of solar collectors are
sufficient to provide 100% solar fraction for the
DHW, i.e. it is not used any additional auxiliary
energy.
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The cooling period considers four months
starting from June until September and the inside
temperature is set to be constant 26 °C.

According the presented results it is obvious
that solar-assisted cooling system provides big
possibilities for reduction in primary energy con-
sumption and CO, emissions. But still from simple
analysis, i.e. according the economic indicators,

Table 10

payback period would be bigger than 20 years
bringing the feasibility of the system in question.
Main reasons for the non-feasibility of these solar-
assisted air-conditioning systems mainly is the low
electricity price of 0.09 eur/kWh but also is the low
cooling energy demand since it is analyzed resi-
dential building which usually have small internal
gains.

Solar thermal system energy and environmental performance for building with specific cooling energy
consumption 12 (kWh/m’)/a

Parameter Unit Chiller 10/é2100— 14/é2100— 1 6/};10{00- 1 8/1311(3100- 22/];2100—
Auxiliary energy — cooling system kWh 600 324 246 204 174 132
Auxiliary energy — DHW kWh 835 0

Absorption electrical energy kWh 461

System electrical energy consumption (circ. pumps) kWh 293 90

Specific electrical energy price eur/kWh 0.09

Total energy price Eur 156 79 22 18 16 12
Heat source device/system price eur 6500 15000

Primary energy consumption kWh 5720 2896 2638 2499 2400 2261
Annual CO, emissions kg/year 570 289 263 249 239 225
Annual average solar fraction — SF % 46 59 66 71 78

Conventional chiller cooling — average EER 3 — 600 kWh/year; Solar thermal system — Area/Storage tank volume = 1000 litres

CONSLUSION

In this paper were assessed the thermal per-
formance of solar assisted air-conditioning system
for residential buildings for weather conditions in
Macedonia. Within the analysis are covered sev-
eral solar thermal systems varying the collector
area, hot water storage tank and the auxiliary heat
source.

The simulation result reveals that in the heat-
ing season with the considered solar collector sys-
tems for building with heat energy consumption of
70 (kWh/m®)/a, solar energy can cover from 19%
to 44% of the required heating energy while for
building with heat energy consumption of 57
(kWh/m?)/a the solar energy can be covered from
22% to 55%. Also specific indicators are derived
such as: with 0.1 m” flat plate installed collector

Maw. unc.nayu. ciuc., 32 (2), 143-156 (2014)

area per m’ conditioned area, with solar energy
can be covered round 19-22% of the required heat-
ing energy and up to 55% coverage with 0.4 m’
collector area.

For the cooling season are analyzed solar
thermal systems with vacuum tube solar collectors
and absorption cooling machine. Results reveals
that, with 0.01 m” vacuum tube collector per m’
conditioned area solar energy can cover 46% of the
absorption chiller required heat energy, up to 78%
coverage with 0.15 m* vacuum tube collector. Still
solar thermal cooling has difficulty to emerge as a
economically competitive solution mostly of still
significally high investment costs.

Nevertheless solar energy provides high po-
tential for reduction in greenhouses gases and pri-
mary energy which in Macedonia mainly is repre-
sented by fossil fuels, i.e. lignite coal.
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Abstract The SMEs are the backbone of the economy, serving as catalyst for innovation and
creativity, and buffer for the supply and demand of the corporations. All countries rely on the SMEs
growth as a way for enhancing their resilience to face the new changes in the global economy. Despite the
importance of high-growth SMEs, there is still lack of evidence regarding the factors and determinants for
success. This paper aims to close this gap by reviewing the state-of-the-art and offering comprehensive
overview of the success factors. A methodology for developing success model is outlined and initial
model of success factors is proposed, supported by recommendations for future research. The presented
results are valuable for the business owners and managers in the strategy planning, the policymakers and
business support organizations in the designing of instruments, as well as for the universities in develop-
ing future educational and programmes for cooperation with industry.

Key words: competitiveness; success factors; high growth companies; SMEs

MOJIEJIUPAIBE HA YCIIEHIHOCTA HA MAJIUTE U CPEJIHU ITPETITPUJATHUJA

AmnmcrTpaxk 1 Mamure u cpennure npernpujatuja (MCII) ce ‘pbeToT Ha eKOHOMHjaTa, CIYKEJKU KakKo
KaTaJIn3aTop Ha MHOBAaTUBHOCTa M KpeaTMBHOCTa, HO W OajaHcep Ha mobapyBaykaTa M IOHyJaTa Ha TOJEMHTE
komnanuu. [pkaBute ce mormupaaT Ha pactexkor Ha MCII kako amaTtka 3a 3roleMyBame Ha HHUBHATa (rek-
CHOWJIHOCT IPH COOYYBamke CO HOBHTE MPOMEHHM BO IiobaiHaTa ekoHoMuja. ITokpaj BaxkHOCTa Ha OP30pacTEUKHUTE
MCII, cé ymre ce coodyBame CO HEIOCTUI Ha IMO3HaBame Ha (akTopuTe 3a ycmex. OBOj TpyZA € HAacOYeH KOH
3roJieMyBambe Ha 3HACHETO 32 0Baa MpobIeMaTHKa MpeKy Mperie] Ha (akTopuTe 3a ycnex MpeTCTaBeHN BO HAayJIHATa
nuTeparypa. Bo TpynoT e mpercraBeHa M METONOJIOTHja 3a pa3BOj Ha MOJEI Ha YCIICIIHOCT, IIPETCTABEeH € U MpeITH-
MHHApEeH MoJie] Ha (JaKTOPH 3a YCIICITHOCT, KaKO M NPENOopaKky 3a HIHU HCTpaKyBama. [Ipe3eHTupanuTe pesyiaraTu
Ce Ba)KHU 3a COIICTBEHUIIMTE HAa OU3HUCHUTE M MEHAlIEPUTE BO IUIAHUPAHETO Ha OM3HHC-CTpaTerujara, 3a KpeaTopure
Ha MOJIMTHKYU U OpPraHU3alHUTe 32 MOJ/PIIKa Ha ON3HHUCHUTE 32 PAa3BOj Ha MHCTPYMEHTH 3a MOAJPIIKA, KAKO U 33 YHH-
BEP3UTETHUTE 33 Pa3BOj Ha MIHM HACTABHU IIPOIPAMM M IIPOrPaMHM 3a COPabOTKa CO HHAYCTpHjarTa.:

Knyynu 300poBH: KOHKYPEHTHOCT, (DaKTOPH 32 YCIIEIIHOCT, KOMIIAHHU CO BUCOK pacTexx, MCII

INTRODUCTION high-growth enterprises for achieving of that goal.

On the other hand, although the businesses’ pri-

Governments and policy makers for very long mary goal is to make profit and sustainably in-
time have been focused on achieving economic creasing it, they have never had tougher challenge
growth, but only in the last period they have started in competing in the global market. Due to this

to understand the importance of the successful and strong competition, customers’ demands and the
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level of their complexity have risen not only in
terms of the characteristics of the products and the
service they require, but also the branding that is
coming with it, the support provided, the ease of
supply, the openness for future developments, etc.
Although the understanding of these factors would
be in a great importance for various stakeholders
groups as it was presented, the actual knowledge
for high-growth firms is very low and regarding
their determinants it is even lower.

In the attempts of lowering this knowledge
gap, the initial research problem is to select the
companies in the targeted population. In the lit-
erature these companies may be defined as: suc-
cessful, high-growth, high-performing, competitive
and the whole research question is connected to
innovativeness and even entrepreneurship and en-
trepreneurial behaviour. The success is usually
analyzed as an internal dimension, defined with the
company’s mission, vision and goals, and meas-
ured by the percentage of their achievement. High-
growth is usually considered mainly in terms of
revenue growth, than number of employees, profit,
and even export. But there is no consensus on the
exact boundaries that need to be crossed for enter-
ing the group of high-growth companies. Even
more there is no consensus on the importance of all
growth measures parameters.

This paper is presenting the literature review
of the-state-of-the-art regarding factors/determi-
nants that are influencing the success, high-growth
and/or competitiveness of small and medium en-
terprises (SME). All respective literature that was
available for this research has been reviewed and
more than 30 useful sources have been selected
and further analyzed. In order to prepare a compre-
hensive overview including financial (such as in-
vestments in: R&D, marketing, human resources
development, environmental protection, etc.) and
non-financial factors (such as: strategies, human
capital, tangible and intangible assets, etc.).

STATE OF THE ART ANALYSIS

General factors

Ownership of the company is connected to
the performance, especially because different own-
ership options influence the fundraising possibili-
ties and the competences from different owners.
The type of ownership will also have direct impact
of the managerial team’s decision making and in
such a way to directly design company’s strategy.

There are many researchers that try to connect the
ownership with the performance of the companies
and their success. Benjamin Balsmeier and Dirk
Czarnitzki [1] in their research did not find signifi-
cant linear relation between ownership concentra-
tion and company’s performances, but discovered
existence of the relationship for non-EU member
states.

Location of the company also can have im-
pact on the success of the companies. This is one
of the more complex determinants as it has differ-
ent influence as microlocation with much higher
importance for some industries than others. On the
macrolocation, Audretsch and Dohse [2] men-
tioned that location of the company is an ,ne-
glected determinant” when it comes to the research
of success factors, and confirmed that location of a
company is an important factor related to its
growth performance especially having in mind
availability of human capital, proximity to non-
traded inputs and specialized goods as well as easy
access to market. Michael Porter [3] talks about
different industry activities in specific geographic
regions that will have possible impacts on the
companies’ performances. Larger competition in a
specific location will require companies to inno-
vate if they want to be competitive. According to
Porter, companies that operate in locations with
industry clustering will require to be more innova-
tive than companies that are located and operate
from regions with lower level of industry cluster-
ing.

Although Gibrat’s Law [4] states that the size
of the company and its growth rate are independ-
ent, there are other researches that show contrary
evidence. Although it is not strongly evident from
the theory, it is logical to expect that larger compa-
nies would have larger potential in innovation.
This statement is due to their physical infrastruc-
ture, variety of human capital — especially in the
multinational corporations, as well as the expected
relatively low influence of the failed projects over
the financial stability. Having in mind research of
Clayton M. Christensen [5], the success of innova-
tion, especially disruptive innovation is not related
to the size of the company. On the other hand, if
we include the growth rate as a success perform-
ance indicator, it is logical that smaller companies
will have larger growth rate than larger company
who already passed high growth rate in their busi-
ness life cycle. Barkham, Gudgin, Hart and Han-
vey [6] showed from the research of SMEs with 50
persons or fewer that small companies grow faster
than large. Also, Harhoff and Stahl [7] in their re-
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search of 11000 companies from manufacturing,
construction, trade, finance, and services sectors
find that likelihood of company’s survival is posi-
tively related to the size, the growth is negatively
related to the size and the likelihood of survival
and growth rates are systematically different re-
lated to the different sectors of economic activities.
Other researches also support nonexistence of Gi-
brat’s Law when it comes to the company size.
Doms, Dunne and Roberts [8] from their research
in the US manufacturing sector show that older and
larger sized companies have higher survival rates
and lower growth rates. The differences in past
researches do not provide conclusion regarding the
Gibrat’s Law, so it needs to be included in the ini-
tial model in order to be confirmed and dismissed
in the further research.

With the age of the company there is huge
accumulation of knowledge, experience and skills
that can be used in order to expand the growth.
Most studies on firm survival find that age matters.
Dunne, Roberts and Samuelson [9] have conducted
research on a census data from manufacturing and
have discovered positive relation between compa-
nies’ age and survival. Also, studies mentioned in
the previous factor-size, all mention age of the
company in the relation of growth, or that increase
in the age of the company brings larger survival
rate, but also lower growth rate for the company.

Financial determinants

The financial data have been used for two
different purposes. The first purpose is to use in-
come and profitability as success determinants that
will show the success of the companies (income,
profitability and investments). The second purpose
of these data is to use them as factors that can have
impact of the success of the companies. In addition
to determents, we have used access to finance, re-
turn on assets, profit margin, profit per employee
and cumulative profit, lose and investments in new
equipment and processes.

Revenue streams are one of the business
model elements described below in the section of
business model as a success determinant for the
companies. Revenue streams, the number of reve-
nue streams and their efficiency in generating in-
come for the company is the key success determi-
nant as it is directly generating cash. One of the
key decisions that company needs to make is to
choose the right revenue streams that will enable
future growth of income, profitability and also em-
ployability. Osterwalder and Pigneur [10] propose
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several ways to generate revenue streams: asset
sale where company sell ownership rights to a
physical product, usage fee, subscription fees,
lending/renting/leasing, licensing, brokerage fees
and advertising fees. Also, direct impact on the
generated income will have two different types of
revenue streams: transactional revenue from one
time customers’ payments and recurring revenue
based on ongoing payments until the customer
stops using the products and services from the
company. Additionally, income and profitability
will depend on the pricing strategies. Some of the
most common pricing strategies are: fixed prices,
prices dependable on different criteria, such as:
quality or number of features, purchased quantity,
characteristics of a customer segments, negotia-
tions, inventory and time of purchase, supply and
demand, and prices that are outcome of competi-
tive bidding.

Access to finance in large part means avail-
ability of additional financial resources for the
companies especially in order to support their
growth. Wiklund, Patzelt and Shepherd [11] rank
financial resources as one of the most important
resources for small business growth. Dollinger [12]
has stated that financial resources are valuable and
necessary, but because financial resources are not
rare, hard to duplicate, or non-substitutable, they
are insufficient (in most cases) to be a source of
sustainable competitive advantage. According to
him, they are important because they can be con-
verted relatively easy into other resources required
for the success of the company.

Innovativeness

Innovativeness, or capability to innovate be-
come one of the crucial determinants for the suc-
cess of today companies. Considering the impor-
tance of innovation for the growth of the compa-
nies and the macroeconomic development, the re-
search and scientific papers in the last few decades
are focused on the measuring of the innovative
potential including innovation enablers and inno-
vation outputs. This is leaving a significant gap in
the theoretical evidence of the actual influence of
the innovation of the success of the company and
its connection to the other elements. As Joseph
Schumpeter said in his book “Capitalism, Social-
ism and Democracy”, that “the fundamental im-
pulse that sets and keeps the capitalist engine in
motion comes from the new consumer goods, the
new methods of production or transportation, the
new markets, the new forms of industrial organi-
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zation that capitalist enterprise creates” [13]. To-
day, the discussion of innovativeness, means not
only to innovate new products and services, it is
much more of that. Having innovative products or
services will not ensure the success for the compa-
nies, if they could not be produced on a more effi-
cient way, be delivered on the right way. Accord-
ing to Bruce and Birchall [14] over the last 15
years, three major trends have emerged: maintain-
ing competitiveness has become a relentless drive
toward improved efficiency and effectiveness,
companies face increasing expectations from their
customers and consumers and globalization no
matter how big or small companies are, they are
now competing on a global market. So, they con-
clude that if companies cannot compete on the ba-
sis of price (and today are there some who can? —
authors comment) they will need to differentiate —
and to differentiate, they will need to innovate. Ac-
cording to Davila, Epstein and Shelton [15] inno-
vation occurs when companies change any of the
major pieces of the technologies and the business
model of the products and services they are deliv-
ering to their customers. So, they propose two lev-
ers of innovation: technology lever (products/ser-
vices, process technologies and supporting tech-
nologies) and business model lever (value proposi-
tion, value network, target customers). Because
business model is more complex, and process
technologies and supporting technologies can be
seen as processes in a company, it is evident that
the focus of innovation will be on three elements:
products and/or services, business model and proc-
esses. Nelson and Winter [16] relate innovation as
an important source of entrepreneurial economic
growth especially because it is fostered by the new
products, technologies, processes, markets, meth-
ods, supply sources, and types of organizational
arrangements. According to Pouder and St John
[17], the performance of innovations can be meas-
ured according to the resources that company has
allocated to research and development or the out-
puts as the number of patents issued. The con-
ducted research has identified many variables re-
lated to innovativeness as type of technology that
is used from the company, development of new
technology in the industry in which companies ex-
ist, development of new innovative products and/or
services and processes, the speed of innovation,
improvements of existing products and/or services
and processes, investments in research and devel-
opment and registration of patents, trademarks, and
industrial design, showing that this part of the
model will have to be constructed very carefully.

Market and marketing

The type of the market on which a company
sells their products and services and the way how
they market them in large part will have impact on
the success. The internationalization and global-
ization of companies is becoming part of the strat-
egy of most companies all over the world in almost
all sectors of operation, but for companies coming
from small countries have strong influence on the
ensuring growth and in some cases even survival.
Thus, the companies that offer their products and
services on foreign market is expected to have lar-
ger possibilities for growth. There are many studies
and research evidences that relate internationaliza-
tion of the companies with the performances
(Rugman [18], Tallman and Li [19], Daniels and
Bracker [20], Grant [21]).

Collaboration with Foreign Direct Invest-
ments (FDI) is important area that will need to be
improved in the future. Internationalization is a
broader term then exporting covering also partner-
ship with foreign companies for building stronger
competencies, outsourcing for increasing produc-
tivity and cutting costs, as well as attracting FDI.
Although many studies connect FDI manly with
large companies, even if SMEs do not have the
potential in form of resources and capabilities to
make direct investments in other countries (Johan-
son and Vahlne [22]), they are not limited to export
their goods and services on a foreign markets, or to
develop strong collaboration with the FDIs in their
own country in order to expand their current geo-
graphical region.

Collaboration with public sector is not some-
thing that guarantee success for the SMEs. It is
natural to relate collaboration with public sector
with the success of the companies in countries
where the government is one of the biggest cus-
tomers and employers.

Internet marketing is still not utilized in full
capacity in order to enable high growth, but it is
becoming a very important tool for optimizing
marketing costs and efforts, as well as a tool for
achieving competitiveness on wider regional or the
global market.

Business model as a success determinant
for companies

There is no consensus on a specific definition
of business model. The proposed definitions focus
on different components and structures of the busi-
ness model. There is also a problem in unifying the
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terminology. Terms such as business model, busi-
ness concept, business strategy, revenue model
etc., are often used with the same mining. The
business model has been referred to as architecture,
design, pattern, plan, method, assumption, and
statement [23].

In the analysis of the literature for business
models, we need to relate it closely with a term
that is relatively new, but describe the relationship
with the growth and success of companies. It is
scalability that has large expanding in discussions
when it comes to the literature related to the
growth of the companies. According to Bondi [24]
the scalability is desirable attribute of a network,
system, or process that presents the ability of a sys-
tem to accommodate an increasing number of ele-
ments or objects, to process growing volumes of
work gracefully, and/or to be susceptible to enlar-
gement. Therefore, scalability will show the pre-
paredness of a company to grow, to ensure that the
business model will support the growth of the
company. On the other side, according Blank &
Dorf [25] scalable start-ups are the work of tradi-
tional technology entrepreneurs with a believe that
their vision will change the world. They also talk
about buyable start-ups as a totally new phenome-
non where instead of scalability these companies
tend to “buyability”. As a low cost companies they
want to come to the degree where can be acquired
by larger companies often to acquire the talent.
These companies do not need to be scalable, they
need to show their talent to produce the values.
Chesbrough & Rosenbloom [26] through analysis
of many definitions related to business model of-
fered a definition related to functions of the busi-
ness model: articulation of value proposition, iden-
tification of a market segment, definition of the
structure of the value chain, estimate cost structure
and profit potential, description of the company’s
position within the value network and formulation
of the competitive strategy.

Morris, Schindehutte and Allen in their paper
have provided a review of existing perspectives
and propose of the business model. According to
their research, the number of components men-
tioned varies from four to eight. A total of 24 dif-
ferent items are mentioned as possible compo-
nents, with 15 receiving multiple mentions. The
most frequently cited are the firm’s value offering
(11), economic model (10), customer interface/
relationship (8), partner network/roles (7), internal
infrastructure/connected activities (6), and target
markets (5). Some items overlap, such as customer
relationships and the firm’s partner network or the
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firm’s revenue sources, products, and value offer-
ing [23].

Osterwalder and Pigneur, the authors of the
business model canvas [10] define business model
as a rationale of how organization creates, delivers
and captures the value. Their model is consisted of
nine elements that are similar to the functions de-
fined by Chebrough and Rosenbloom: value propo-
sitions, customer segments, channels, customer
relationships, revenue streams, key resources, key
activities, key partnerships and costs structures.
According to Teece [27], good business models
achieve advantageous cost structures and generate
value propositions acceptable to customers. So, it
is obvious that the growth of the companies has an
important relation to the ability of the companies to
design and redesign effective business models.
Conducting really extensive literature review re-
lated to business models and the success of the
companies, it is evident that the business model is
fundamental to the success of the company and
especially in creating the ability of the company to
commercialize important innovations.

The first and one of the most important ele-
ments of the Business Model Canvas is value
proposition presented as a reason why customers
choose one company over the other. So, better,
stronger, more useful for customers value proposi-
tion will help companies to ensure success and
high growth, because it is the only thing that will
be in the customers hands ready for valuation for
the future relationship with the specific company.
All other elements of the business model will exist
to improve overall customers’ satisfaction and en-
sure that the value as it is designed and produced
will become available for the customers. The same
authors propose a non-exhaustive list of elements
that can contribute in the creation of the value to
the customers: newness, performance, customiza-
tion, design, brand, price, cost reduction, risk re-
duction, etc. Because all of these elements can
have large influence on the customers’ buying de-
cision, having the right mix of these elements the
larger likelihood will be for the success of the
companies, especially in their growth in revenue,
profitability and employability. Kim & Mauborgne
[28] talk about creating blue oceans in which com-
panies will drive costs down while simultaneously
drive value up for the buyers. They describe this
value as a value innovation created in the region
where a company’s actions favourably affect both
its cost structure and it is value proposition to the
buyers. According them, cost savings are made by
eliminating and reducing the factors an industry
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competes on and buyer value is lifted by rising and
creating elements that industry has never offered.

There could not be something worse than the
attempt to sell products and services to the wrong
customers, or to someone who less likely to want
or to need the offered products and services. The
customers are the heart of any business model can-
vas and without profitable customers the company
would not survive for long. There can be different
types of customers segments as: mass market (cus-
tomers with broadly similar needs and problems),
niche market (targeting specific requirements of a
niche market), segmented market (more segments
with similar needs and problems), diversified mar-
ket (more segments with totally different needs and
problems), and multi-sided market (more inde-
pendent customer segments where one of them will
bring income to the company only because of the
existences of other segments).

The goals of different customer relationship
as a part of business model is to acquire new cus-
tomers, increase the retention of current customers
or simply increasing income through some types of
up-selling. In the Business Model Canvas several
categories of customer relationships are distin-
guished, such as: transactional, long-term relation-
ship, personal assistance, dedicated personal as-
sistance, self-service, automated services, commu-
nities and co-creation.

Channels as a part of a company’s business
model will define how company communicate and
reaches its customers segments in order to deliver
the value proposition to them. When we talk about
the growth of a company, channels can play im-
portant role especially about effectiveness in reach-
ing larger customers’ base, effectiveness of the
specific channel and cost-efficiencies of the spe-
cific channel that is used from the company. Os-
terwalder and Pigneur [10] say that “an organi-
zation can choose between reaching its customers
through its own channels, through partner channels
or through a mix of both”.

When we look closely on the way how com-
panies operate today, it is evident that they are not
isolated “islands” and dependency on a strong
network of suppliers and partners simply makes it
possible for the business model to work as it is de-
signed. Ron Adner [29] described this on the fol-
lowing way: “More and more, managers and ex-
ecutives are being pushed into a world of greater
collaboration. The upside is that, by working in
concert with others within and across organiza-
tions, you can accomplish greater things with
greater efficiency than you could ever accomplish

alone. The downside, however, is that your success
now depends not just on your own efforts but on
your collaborators’ efforts as well. Greatness on
your part is not enough. You are no longer autono-
mous innovator. You are now an actor within a
broader innovation ecosystem. Success in a con-
nected world requires that you manage your de-
pendence.” It is evident that in today’s connected
and collaborated economy partnership with other
domestic and foreign companies as well as other
institutions is important to ensure that the right
value gets in the hands of the right customers. Os-
terwalder and Pigneur [10] also talk about three
motivations for creating partnerships: optimization
and economy of scale, reduction of risk and un-
certainty and acquisition of particular resources
and activities that are also next elements of the
business model.

This element of the business model describes
the most important activities that a company must
do in order for the business model to operate in the
way as it is designed. Key activities can be catego-
rized as [10]: production as designing, making and
delivering products, then services or activities
based on problem solving that will require knowl-
edge management and continuous training and as a
last category is maintaining platform or network as
a product for company.

Everything based on paper as a business
model, or business plan could not be considered as
accurate or reliable without the necessary resources
in a form of important assets of the company. With
these resources the companies can be able to create
and deliver the value proposition, communicate
with customers, and earn revenue to maintain high
level of profitability and growth. In the Business
Model Canvas the key resources are classified as:
physical, intellectual, human and financial resour-
ces. All these factors are important in reaching
success.

Costs are unavoidable counterpart of the
businesses; they are in fact necessary for fulfilling
the operative business activities. On the other
hand, costs have direct impact on the profitability
of the company and possibilities to grow. Type of
the cost structure that the business model will re-
quire is important determinant in reaching success.
Osterwalder and Pigneur [10] say that even there
are two broad classes of business models’ cost
structures (cost-driven and value-driven), still
many business models will fall in between these
two extremes. So, they identify following cost
structures: cost-driven, value-driven, fixed costs,
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variable costs, economies of scale and economies
of scope.

Human resource management to increase
organization’s human capital

Human capital is important for the growth of
the company because it consists the knowledge,
skills and experience of the organization. Greater
potential of human capital, the greater growth of
the company will be possible. According to Chan-
dler and Hanks [30], human resources in an or-
ganization with larger human capital can enable
growth of the organization, enabling management
and owners to implement their growth goals. Also,
Wiklund, Patzelt and Shepherd [31] put the human
capital as one of the most important resources for
small business growth in addition to financial re-
sources. It is evident that human capital of an or-
ganization is important for the growth. Jan de Kok
[32] has shown in his research that smaller firms,
such as family-owned and managed organizations
are, ceteris paribus, less likely to have an HRM
department.

HRM Finances
- Existing HAM Department - Income
- Investments in HR - Profitability

- Strategies 10 Retaining Staff

- Employee Educational Level
- Additional Skills of Employees
- Awards

Business Model

- Value (Products, Service, Add. Value)
- Customers (Segments, Income...)

- Customer Relationship

- Channels

- Revenue Streams

- Partnership

- Activities

- Resources

- Cost Structure

Other Competitiveness factors

- Environmental protection
- Energy efficiency

- Turnover Ratio Return
- Return on Equity
- Return on Assets
- Return on Invested Capital
- Access to Finance

CONCLUSION

Based to the extensive state-of-the-art analy-
sis, it has been observed that many authors have
been engaged in the analysis of the success factors
and its level of influence over the company’s suc-
cess. Also, there are some indications on how to
measure success of a company from external point
of view. Nevertheless, for both issues there is not
any commonly agreed model of success influenc-
ing factors, or success measurement system, but
rather different opinions and empirical evidence.
This may occur as a significant problem in the at-
tempts to create overview of the specifics of a sec-
tor, or a region, but it is rather challenging for re-
searchers for creation of a general model or meth-
odology for determination of this kind of model
and / or measurement system.

On Figure 1 the initial model of success fac-
tors has been presented. Although this model con-
tains most of the identified factors by the literature,
it lacks region/sector based inputs and interde-
pendence links between different factors.

General Factors

- Ownership

- Location

- Company Size
- Company Age

Innovativeness

- New Products, Services, Processes
- Improvements in Existing

---------------------- 7 groups of success factor nu B -1 Gl )
" - - Patents, trademarks, industrial design

- Type of Used Technology
- Industry new technology development

. Market & Marketing

- Export Market

- Export Destination

- Domestic Market Growth
- Foreign Market Growth

- Activities on Internet

- FDI Collaboration

Fig. 1. Initial model of SMEs’ success factors

RECOMMENDATIONS FOR FUTURE
RESEARCH

In order to have precise overview of the success
influencing factors in a region or sector of operation,
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this analysis needs to be enlarged with inputs from
mangers of successful companies from the targeted
population. These inputs should be sufficient for
creation of the initial model including interdepend-
ences. This model needs to be analyzed, modified
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and then validated by a group of experts from aca-
demia, governmental and non-governmental business
support organizations, as well as managers of suc-
cessful companies. The group of experts should also
provide importance of the tangible outputs, which
would be used to determine the success rate of the
analyzed companies. The modified model, enriched
with the importance of the respective interdepend-
ences, needs to be checked through:

1. Survey — questionnaire conducted to a sample
of at least 100 companies.

2. Interviews with 5—10 successful companies.

3. If possible for more reliable results, to be veri-
fied thought statistical analysis of the available
data of the whole population.

Based on the survey, interviews and statistical
analysis, if required the model will be fine-tuned and
the final version of the model should be verified
through in-depth analysis of a company or using a
simulation software.
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